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Resumen: Hoy en dia los avances tecnoldgicos y las aplicaciones del &rea de la estadistica y la
computacion, permiten realizar predicciones de eventos a traves de la mineria de datos. Esta
investigacion es de naturaleza exploratoria, es decir, busca dar a conocer a través del
descubrimiento de conocimiento especificamente mediante las técnicas de mineria de datos como
lo son (reglas de asociacion y de analisis discriminante) aplicadas a datos del mercado de las
criptomonedas, dicha exploracion se desarrolla con la metodologia de CRISP-DM, este tipo de
metodologia da orden a la investigacion ya que se basa en un conjunto de pasos en las cuales en
algunos pasos hay retroalimentacion. Se genera posibles predicciones acertadas y coherentes, las
simulaciones realizadas en rstudio y minitab arrojaron reglas fuertes y grupos clasificados
correctamente todos los grupos dieron por encima del 87%, dando a conocer las bondades de la

mineria de datos aplicada a este mercado.

Palabras clave: Mineria de datos, Criptomonedas, Reglas de asociacion, Analisis discriminante,
Series de tiempo.



INDICE

INdICE de taDIAS ...... ...\t VI
INAICE A& FIGUIAS ... e, Vi
N =16 =T [ 0T 1= 01 IX

Capitulo 1

0 I 10T 0o o PP 1
1.2 ANTECEABNTES ... ..ottt 1
1.2 2 Mineria de datis ........o.inininii e 2
1.2.2 Reglas de asOCiaCion ...........c.ouiniiriii i e 3
1.2.3 Analisis DISCrimMINaNte ..........o.iiii e 4
1.2.4 Series de tIeMPO ....viitii i e 5
1.2.5 CHIPLOMONGUAS ... vttt e e e e 6
1.3 Planteamiento del problema ....... ..o 7
RN (o7 8
LD OB JIIVOS .ttt e 9
1.5. 1 0DJetiVOo general ..o 9
1.5.2 Objetivos ESPECITICOS .....veit et 9
1.6 MEtOdOLOZIa ... e e 10
L7 JUSHITICACION .. ..e e 11

Capitulo 2 MARCO TEORICO

2.1 MINEIIA T A0S ...ttt e 12



2.1.3TIPOS AE AALOS ... vttt 13

2.1.4 Procesamiento de la informacion ...............oooiiiiiiii 14
2.1.5 Herramientas para el anlisis de lamineriade datos ....................coooiiiii, 15
2.1.6 Software conoCidOS €N MINEITA ......ouiuieii e 16
2.2 Reglas d aSOCIACION .. ...\ttt e e e e e e e 18
2.2.1 AIQOIITMO @ PIIOTT + vttt it ettt et e e e e e e e e e 19
2.3 ANAlisis diSCIIMINANTE ... ..t 25
2.3.1 Distancia de mahalanobis ............c..oiiiiiiiii 26
2.4 Discretizacion de serie de tieMPO .....ovieiniii i 27
2.5 Apoyo a latoma de deCISIONES ...........ouiiriiei e e 27
2.6 CHIPLOMONEUAS ... .ttt e e e e e e 27
2.6.1 Tipos de CrIPtOMONEUAS ........eeeiei ettt et 28
2.6.2 Us0 de 1aS CriptomONEAAS ........ovinitiie e e 31
2.7 Apoyo o beneficio de la mineria de datos, la criptomoneda y toma de decisiones ......... 31
Capitulo 3 PREPARACION DE DATOS
3.1 FOrmato de 10S AALOS .....veeiie ettt 33
3.2 SeleCCiON de MONEUAS ... .ouit ittt e e e e 33
3.3 Distribucion de 10S dat0s .........c.iuiririii e 34
3.3.1 Distribucion de datos DItCOIN ..........ouiuiii i 36
3.3.2 Distribucion de datos etherium ....... ..o 37
3.3.3 Distribucion de datos FiPPIe ........ooriiri 40

3.3.4 Distribucion de datos litecoin



3.4 Descomposicion de la serie de tiempPo ........oouiiniii i 45
3.4.1 Serie de tiempPo DItCOIN ... 45
3.4.2 Serie de tiempo etherium ... 47
3.4.3Serie de tiempPo FPPIE .. .o 49
3.4.4 Serie de tiempo [IECOIN ... .. i 51

3.5 Correlacion de 10S datos .......c.iuieie e 53

3.6 Discretizacion de 10S datos ........oveieiriri e 54

Capitulo 4 SIMULACION

4.1 Reglas de @SOCIACION ........iniiii e e e e e 56
4.2 ANALISIS diSCIIMINANTE ... e e 59
4.2.1 Resultados DItCOIN ... 59
4.2.2 Resultados etNeriUm ... e 61
4.2.3 ReSUtAdOS FIPPIE .. vt s 62
4.2.4 Resultados HEECOIN .......ouini i 63

Capitulo 5 Resultados y recomendaciones

5.1 Reglas de aSOCIACION ........uiuit ittt e e e e e e 64
5.2 ANALISIS DISCIIMINANTE ...ttt e e e e e e 65
5.3 RECOMENUACIONES ...ttt e e e e e e, 66

BIDHOGIATTa ..o ee e 67



indice de tablas
Tabla 1 Ejemplo de datos de compras de productos...........c.oovvviiiiiiininiiiiiiaeeienen 20
Tabla 2 Primer paso del algoritmo, contador del soporte de cada producto..................... 21

Tabla 3 Segundo paso del algoritmo, comparacion de los candidatos del contador de soporte con

L N o] ¢ I PP 21
Tabla 4 Tercer paso del algoritmo, generacion de C, candidatos desde L1..................... 22
Tabla 5 Cuarto paso del algoritmo, contador de soporte para 2 itemsets........................ 22
Tabla 6 Quinto paso del algoritmo, candidatos que cumplen con el min_sop................... 22
Tabla 7 Sexto paso del algoritmo, generar C; candidatos desde L2..............c.c.ceoveneennn. 23
Tabla 8 Octavo paso del algoritmo, contador de soporte para 3 itemsets...........ccccceeeveevennn. 23
Tabla 9 Noveno paso del algoritmo, candidatos que cumplen con el min_sop.................. 23

Tabla 10 Resumen de la simulacion en la aplicacion de analisis discriminante................. 65



indice de figuras

Figura 1 Representacion de la metodologia CRISP-DM............cooiiiiiiiiiiiiii, 10
Figura 2 Metodologia para el descubrimiento de conocimiento en bases de datos.................. 13
Figura 3 Representacion grafica de la funcién de fisher.................oooiii . 25
Figura 4 Representacion grafica del analisis de dos grupos y una variable clasificadora.......... 26
Figura 5 Representacion grafica de la serie de tiempo diaria de bitcoin.............................. 34

Figura 6 Resultados de las distribuciones a las que pertenecen los datos diarios correspondientes
A DIECOIN . 35

Figura 7 Resultados de la transformacion a una distribucion normal, se observa que no pudo

realizar la transformacion esto debido al comportamiento de los datos............................... 35

Figura 8 Resultados de las distribuciones a los datos de rentabilidad mensuales correspondientes a
01 (01 1o T PRSI 36

Figura 9 Resultados de las distribuciones a los datos de rentabilidad mensuales correspondientes a

BE B BUIM . L. e 37
Figura 10 Transformacion de las rentabilidades a distribucién normal............................... 38

Figura 11 Resultados de las distribuciones a los que se adapta el vector de datos

TrANSTOIMATOS. . ..ot e e e 39
Figura 12 Resultados de las distribuciones a las que se adapta las rentabilidades mensuales.....40

Figura 13 Resultados de la transformacion a distribucién normal.............................oe. 41

Figura 14 Resultados de las distribuciones a los que se adapta el vector de datos
L2 10151 (0] 10 =0 [0 42

Figura 15 Resultados de las distribuciones a las que se adapta las rentabilidades mensuales....43

Figura 16 Resultados de la transformacion a distribucién normal.................................. 43



IX

Figura 17 Resultados de las distribuciones a los que se adapta el vector de datos transformados...

................................................................................................................. 44
Figura 18 Representacion de la tendencia de las rentabilidades de bitcoin........................ 46
Figura 19 Representacion estacional de la serie de tiempo de bitcoin............................. 46
Figura 20 Representacion de la tendencia de las rentabilidades...........................ooae. 47
Figura 21 Representacion estacional de la serie de tiempo.............ccoooiiiiiiiiiiiiiiiiann.. 48
Figura 22 Representacion de la tendencia de las rentabilidades............................ooal. 49
Figura 23 Representacion estacional de la serie de tiempo.............ccoooiiiiiiiiiiiiiiinn.. 50
Figura 24 Representacion de la tendencia de las rentabilidades...................cocoooiin. 51
Figura 25 Representacion estacional de la serie de tiempo.............ccoooiiiiiiiiiiiiiiin... 52
Figura 26 Representacion grafica de la correlacion entre las monedas virtuales................... 53
Figura 27 Representacion de la base de datos discretizada................c.cooeviiiiiiiininnn.n. 55
Figura 28 Representacion de los comando a usar para la simulacion, invocando la funcion
ATULES . . o 56
Figura 29 Resultados de la simulacién aplicando reglas de asociacion............................. 57
Figura 30 Representacion de las 22 reglas generadas en la simulacion............................. 58

Figura 31 Representacion de las lineas de comando para la variacion de parametros como soporte

y confianza en [a SIMUIACION. ... .. .. i e 58

Figura 32 Representacion base de datos correspondiente a bitcoin previo simular en minitab

aplicando andlisis diSCIIMINANTE. ..........ouiniit ittt 59



Capitulo 1
1.1 Introduccién

La mineria de datos (MD) conocida también como ciencia de los datos ha ido incursionando en
muchos campos de carécter investigativo de acuerdo a los intereses definidos, es por esto que la
investigacion que se apreciara a continuacion esta relacionada con las técnicas de (MD) como las
reglas de asociaciones y el andlisis discriminante en el mercado de las monedas virtuales, cada
conjunto de datos representa una serie de tiempo la cual dichos datos son preparados por medio de

estadistica permitiendo ver el comportamiento de los datos previo a la simulacién.

La vinculacién que se desea, nos dara patrones o grupos extraidos de una cantidad limitada
de datos (base de datos) por medio de simulaciones, estos resultados seran generados como
reglas o grupos que dara soporte a las predicciones a través de la toma de decisién, para todos

aquellos involucrados de una u otra forma en dicho mercado.

Dicha investigacion se realizara bajo la metodologia conocida como CRISP-DM que
especificamente para la exploracion de datos es la mas usada y conocida, esto se debe a que se
cumple con unas series de etapas en las cuales en algunas hay retroalimentacion, es decir, se

puede regresar a la etapa anterior para evitar ruidos que perjudique el proceso investigativo.
1.2 Antecedentes

Segun [1] en 1996 surgi6 KDD (Knowledge Discovery in Databases) como un proceso
completo de extraccion de informacion, a su vez tiene como objetivos la preparacion de datos y el
proceso de inferir resultados obtenidos. KDD se puede considerar como un proceso de
recuperacion de informacion de grandes cantidades de datos, el aumento de datos se dio como
consecuencia de la expansion de los mercados econdémicos la naturaleza de estos datos son
numéricos, de texto 0 de otra naturaleza ya sea 0 no en un mercado industrial, por ende que este
crecimiento da interferencia en la toma de decisiones. Es por esto Ultimo mencionado que el
concepto de KDD se presenta como un proceso no trivial para obtener modelos predictivos e
identificar patrones que puedan ser 0 no considerados potencialmente Utiles a la hora de tomar

decisiones, considerado también como una herramienta para la prediccién basada en la



experiencia, es decir, se realiza una investigacion exploratoria dentro de un conjunto finito de
datos, los patrones tienen como premisa que son generados a través de técnicas de mineria de
datos. La MD la definen [2] es una de las etapas del proceso de descubrimiento de conocimiento
que consiste en un conjunto de técnicas desarrolladas para el descubrimiento automatico de una
base de datos previamente preparada de forma que se generen resultados plasmados en forma de
patrones, tendencias entre otros que estén acordes a la realidad en los cuales se desea predecir a
futuro, ademas hoy dia también se han desarrollado metodologias para llevar una investigacion
coherente dentro de esta etapa, existen softwares basados en algoritmos disefiados bajo diversos
enfoques como lo son las redes neuronales, I6gica difusa, algoritmos genéticos y otras técnicas
especializadas de analisis de datos no obstante a la hora del uso de algunas de estas herramientas
se requiere de bases finitas con datos histéricos interno o externo que representan una trama en el
area econdémico o un area de estudio que han sido preparados, dando de este modo eficiencia a la

investigacion que se desea predecir y asi tomar decisiones estratégicas.

1.2.1 Mineria de datos

Hoy dia se encuentran maltiples investigaciones usando las herramientas tecnolégicas de MD,
En [3] esta investigacion es realizada para obtener reglas que brinden informacion del patrén que
siguen sus consumidores con el objetivo de impulsar la venta de productos de nutricion menos
vendidos en el mercado econémico de Perd, es por esto que granulan la informacion de afios
anteriores obtenidos en el mercado, determinan que la metodologia a usar CRISP-DM a su vez la
tienda se apoya en otras investigaciones realizadas en Colombia y Espafia, hacen uso de la técnica
de reglas de asociacion, clustering, redes neuronales, al final de la investigacion de las tres técnicas
aplicadas observan que las reglas de asociacion da resultados precisos a la realidad, determinan
que el consumo de suplementos se ve determinado por el conjunto de caracteristicas del cliente
como lo son estado civil del, edad del cliente, sexo del cliente, el nimero de hijos, el peso del
cliente, la estatura del cliente, el ingreso mensual y la actividad fisica.

En temas como la desercion estudiantil han realizado aplicaciones de mineria de datos como
muestran en [4] en la presente investigacion se apoyan en las técnicas de mineria de datos con el
objetivo de predecir el comportamiento de la desercién de estudiantes que afecta a la comunidad
universitaria en Pasco Peru para realizar un plan estratégico que permita disminuir el indice de

desercion, realizan las simulaciones en los programas IBM SPSS Statistics 25 y Weka 3.8.3, los



resultados generados a traves de la técnica de clasificacion determinan que la variable promedio
de notas influye significativamente en la desercion estudiantil, es decir, la mayor cantidad de
estudiantes que abandonan es por presentar notas bajas, recomiendan a futuras investigaciones
agregar la variable que determine el factor psicoldgico del estudiante.

En [5] la revista presenta una investigacion la aplicacion de mineria de datos para el analisis de
datos climatolégicos y brindar una alternativa que permita observar el comportamiento del clima
a través de datos climatologicos para guiar a un proceso de toma de decision, el estudio se basa en
los estados Chiapas, Oaxaca, Tabasco y Veracruz de México, se apoyan en la herramienta
tecnoldgica de MD Watson Analytics bajo la metodologia de CRISP-DM, la investigacion
concluye que la herramienta facilita los diversos escenarios de prediccion para la toma de

decisiones en dicha area de estudio ya mencionada.

1.2.2 Reglas de asociacion

Segun [6] las reglas de asociacion han sido reconocidas como unas de las mejores técnicas
de la mineria de datos, refleja el estudio de la deteccion de fraude con tarjetas de crédito por
medio del uso de dichas reglas sobre bases de datos transaccionales para predecir futuras
acciones fraudulentas y prevenir posibles robos, la investigacion da como resultados que entre
las principales prioridades a la hora de tomar conocimiento esta conectados a las nuevas
exigencias que plantea escenarios competitivos por lo cual resalta el comportamiento de sus
clientes, productos, proveedores, vendedores y socios comerciales, entre las dificultades que no
permitieron buenos resultados se debe a las representaciones variadas de los datos, recomienda

el uso de la l6gica difusa como alternativa del estudio.

Entre otras aplicaciones segun [6] el objetivo es encontrar asociaciones para impulsar el uso
de los recursos de la biblioteca universitaria y a su vez facilitar el trabajo realizados por el
personal, la base de datos estuvo constituida por los datos que representa la circulacion de los
libros y de este modo brindar eficacia de la disposicion de un libro en el analisis 2 escenarios
por lo que el primer lo etiquetaron es “Espacios Fisicos Cerrados” corresponde a el area que
solo puede ser accedida por el personal que trabaja en dicha entidad y el segundo lo etiquetaron
“Espacios Fisicos Abiertos” corresponde al area en la cual concurre en la biblioteca en la
busqueda de un libro, hicieron uso de las caracteristicas de las asociaciones como lo son el

soporte, la confianza y el lift, a partir del analisis los resultados alcanzados asisten al personal



de la biblioteca al momento de planificar y decidir sobre la distribucion fisica de los libros en
las estanterias, favorece los tiempos de respuesta de los bibliotecarios ante solicitudes de libros,

asi como también la ubicacion proxima de los libros.
1.2.3 Analisis Discriminante

Segun [6] hacen uso del analisis discriminante en la prevision de la insolvencia en las
empresas de seguros no vida, tomando como variable explicativa ratios financieros y datos de
periodos anteriores permitiendo construir reglas de clasificacion para asignar una empresa al
grupo de los potencialmente solventes o al grupo de los potencialmente insolventes, los analisis
de las clasificaciones de los grupos fueron buenos ya que tuvo un 80% de aciertos de modo que
la herramienta ha sido de gran utilidad a la hora de analizar la situacién financiera en las

empresas de seguros no vida siendo un método rapido y objetivo de evaluar estas empresas.

Algunas aplicaciones buscan en sus estudios demostrar la efectividad de la técnica método
analisis discriminante, como muestran en [7] cuyo objetivo es usar dicha herramienta para
observar la adiccion a los dispositivos moviles conocidos como smartphone en el Centro
Universitario Temascaltepec especificamente a los alumnos de la licenciatura en informética
administrativa, la base de datos estd constituido por una tabla de n individuos y se determin6
variables que actian como perfil de caracteristica de cada una de ella, los resultados de las
simulacion arrojo que solo 2 variables marcan la diferencia en la representatividad de género,
asi como también entre las interrogantes como lo es ¢Con que frecuencia haces uso de tu
dispositivo movil? el grupo de las mujeres tuvo un 72.97 % de buena clasificacién en
comparacion al grupo masculino que fue de 54.05% de buena clasificacion, en general la
investigacion encontro el objetivo de demostrar la efectividad del método discriminante ya que

determino diferencia en la adiccion por género.

Se han realizado aplicaciones en el area de productividad y rentabilidad del petréleo y gas en
[8] refleja la investigacidn entre los afios comprendido por los periodos del 2008 y 2010 en
Colombia, su metodologia consistio en calcular los indicadores de productividad y rentabilidad
del petroleo y gas de 116 empresas, la técnica de analisis discriminante les permitio observar la
pertenencia y discriminacion de las variables de estudio, las simulaciones les permitié concluir

que en los periodos estudiados se observa un estancamiento asi como también la variable del



indicador margen bruto presenta una diferencia significativa, la funcién de discriminacion

presento un 57.3% de efectividad.
1.2.4 Series de tiempo

Segun [6] representa un conjunto de observaciones en la cual cada punto constituye un
periodo en el tiempo t, permitiendo el pronostico de distintos eventos de interés en el futuro,
permite realizar predicciones y proponer bases de planificacion en las areas de economia,
comercio, produccidn, inventario, control y optimizacién de industrias. En las aplicaciones en
series de temporales segin [9] la investigacidn muestra un modelo para la clasificar series
temporales, previamente analizan patrones frecuentes en la secuencia discretizada, es decir,
transforman datos numéricos a datos simbdlicos de acuerdo al interés del area de estudio que
constituyen su base de datos, ilustran con ejemplos lo que significa y los tipos de una serie de
tiempo, los datos corresponden pruebas médicas de Potenciales Evocados Auditivos de Tronco
Cerebral (PEATCs), el método propuesto por la investigacion cuenta con 3 etapas precisas como
los son el proceso de transformacion, el proceso de descubrimiento y el proceso de clasificacién
asi como también tiene perfecta funcionalidad para el medico como para el principiante esto se

debe a que disminuye el tiempo que hay que usar debido a que emplea un calculo automaético.

En aplicaciones a series de tiempo, segun [10] La investigacién se apoya en las técnicas de
las series de tiempo para implementar estrategias que permita disminuir la desercion estudiantil
en la universidad de Cartagena de Colombia, plasmaron el nimero de estudiantes que
abandonaron en una linea tendencial a partir de aqui realizaron propuesta con el fin de disminuir
dicha cantidad, consideraron las estrategias propuestas por Majzub y Muhammad que establece
generar un modelo de financiamiento pensado en el estudiante, deteccion de sefiales de alerta
temprana entre otros, concluye en implementar como estrategia accionar modelos educativos

flexibles, retroalimentacién con los estudiantes entre otros.



1.2.5 Criptomonedas

Hoy dia los estudios o investigaciones de las aplicaciones de las monedas virtuales abundan
en el sector que ha tenido mas influencia ha sido en lo econémico y financiero, en este caso
entre la moneda mas conocida esta bitcoin denominada como (BTC) que es valorada del mismo
modo que otros activos como lo es el oro, a continuacién conoceremos algunas de sus

aplicaciones.

Segun [11] Representa una tecnologia virtual que no requiere de intermediarios, es decir,
constituye un sistema no centralizado, funciona bajo un sistema de criptografia denominado
blockchain que brinda mayor seguridad en el momento de realizar transacciones generando
confianza para el inversor, esta tecnologia no esta respaldada por ninguna divisa de forma que
debe cumplir cierto parametros para considerarse una criptomoneda, hoy dia la criptomoneda

maés popular a nivel mundial es bitcoin a su vez es reconocida como la primera moneda virtual.

Entre las aplicaciones de criptomonedas en el sector financiero segun [12] refleja un estudio
de la adopcidn del blockchain que representa el protocolo del funcionamiento de las monedas
virtuales, esto debido a que el mercado de la criptomonedas constituye hoy dia unas de las
innovaciones tecnoldgicas mas poderosas en la economia, la investigacion realiza un analisis a
través del modelo de Bass de este modo les permitio tener caracteristicas de un posible ajuste al
ambito financiero a un conjunto de monedas virtuales, los resultados muestran una adopcion
exitosa debido a la seguridad de las transacciones sim embargo este proceso aln se encuentra
en evolucidn, el estudio concluye que no existe un registro de las aplicaciones implementadas

que permita medir el alcance de esta adopcion.

En el area de la educacion segun [13] este documento se centrd en sus posibles aplicaciones
educativas y se examiné como se puede usar la tecnologia blockchain para resolver algunos
problemas educativos. Introduce por primera vez las particularidades y ventajas de la tecnologia
blockchain a continuacion explorando algunas de las aplicaciones actuales de blockchain para
la educacion, el estudio propone algunas aplicaciones innovadoras del uso de la tecnologia
blockchain, y también se discuten los beneficios y desafios del uso de la tecnologia blockchain

para la educacion.



1.3 Planteamiento del problema

La Mineria de datos (MD) es una ciencia que nace para lograr, extraer y comprender el
comportamiento de grandes cantidades de datos usualmente de empresas. Hoy en dia es utilizada

como soporte investigativo para la prediccion en la toma de decisiones.

Segun [14] Hoy dia es nuevo escuchar opiniones del tipo hay que segmentar a los usuarios a
través de la (MD), aplicar la (MD) al historial de compra dara premisas para conocer lo que
requieren los usuarios de nuestros servicios o en el mercado se esta posicionando por aplicar las
nociones de (MD). La apreciacion estadistica confronta de manera positiva a la minera de datos
como un sistema de bajo costo y alto rendimiento empresarial, frente a una sociedad de

consumidores en todos sus niveles.

En un mundo globalizado, la MD como ciencia esté siendo utilizada en empresas, entidades
bancarias y en todas las modalidades empresariales existentes ya sean de manera fisica o virtual,
con la finalidad de asumir decisiones en funcion de los resultados obtenidos a través de la
aplicacion de técnicas. En Venezuela no es comun el uso de dicha ciencia, sin embargo en [15]
se refleja la aplicacion de tecnicas de (MD) como lo son las cadenas de Markov, Bayes Ingenuo
y Clustering, en el area del Mddulo de Departamentos de la pagina de Control de Estudios y
Evaluacién de la Universidad del Tachira, con el objetivo de explorar modelos ajustados a
distintos grados que ayuden al reconocimiento de patrones de las distintas actuacion de los

usuarios en un determinar sitio web, permitiendo observar si un usuario es quien dice ser.

En [16] consiste en la muestra de los conceptos, como usarla y el crecimiento en las américas
de la moneda virtual bitcoin esto debido a que en el 2009 surge como alternativa a la moneda
fiduciaria, estableciendo al bitcoin como un cripto-activo de mayor valor en el mercado de las

monedas virtuales en el mundo.

Debido a la escaza aplicacion que se le ha dado a la MD en criptomonedas es plantea usar
las series de tiempo como herramienta para vincular los datos de las criptomonedas con la
ciencia de datos. En investigaciones que se vinculen los mercados de las monedas virtuales con
las series de tiempo en [17] muestran un estudio para certificar la relacion que pueda o no existir
entre los precios del bitcoin con otros mercados como lo son (petroleo Brent y Oro) la

exploracion se inicid con preparacion de datos mensuales en un rango de 6 afios comprendidos



entre 2012 a 2018, a su vez sobre las series de tiempo del periodo captado aplicaron estimacion
de un modelo VAR, generando como resultados relaciones claras y pendiente positivas con
distintos mercados bursatiles como el caso de Sow Jones sim embargos se observo casos atipicos
como la relacion del BTC con el indice bursatil de Shanghai que no es clara méas sin embargo

mostro una pendiente positiva.

La presente investigacion que se desea explorar desde el enfoque financiero se quiere
aprovechar los patrones con respuesta coherentes logrando generar toma de decisiones
especulativas, como expone Ceballos: [18]

“Un tema interesante al analizar el TIEMPO financiero es la prediccion
que se relaciona con el TIEMPO de la especulacion. El analisis de series

temporales, no para su explicacién, sino para predecir sus valores futuros
y aprovecharse”.

Es evidente que el escaso uso de la MD con respecto a las criptomonedas y de alli surge la
investigacion con respecto al tema, dando origen a una gran interrogante: ¢Sera posible
encontrar reglas de asociacion fuertes y grupos correctamente clasificados entre monedas

con los cuales se puedan tomar decisidn para realizar inversion en dicho mercado?

Con base en esta interrogante se pretende realizar el estudio para observar las bondades de
las técnicas conocida como “reglas de asociacion” y “Andlisis Discriminante”, aplicadas a un
conjunto de serie de tiempo en el campo de las criptomonedas, dando respuesta a los objetivos

de la investigacion.
1.1 Alcance

La investigacion es de alcance global, es decir, podria generar beneficios estando en
cualquier parte del mundo, debido a que los datos que se usaran para ser sometidos en la
metodologia ya descrita anteriormente, son extraido de forma gratuita de una plataforma, en la
que desde cualquier lugar del mundo se puede tener siempre y cuando se tenga el acceso a

internet.



1.5 Objetivos
1.5.1 Objetivo general

Interpretar patrones y grupos a través de técnicas de mineria de datos, aplicada a una base de
datos en la cual contendré series temporales pasadas de un conjunto de criptomonedas para la
toma de decision.

1.5.2 Objetivos especificos

o Identificar las caracteristicas de las monedas virtuales que se visualizan en la plataforma
CoinMarketCap para la importacion de los datos correspondientes a los precios del afio
2009 en adelante.

e Usar técnicas estadisticas para la seleccion de los datos correspondientes a los precios
de apertura y cierre de las criptomonedas.

e Transformar los datos correspondientes al rendimiento en atributos discretos por
medio de estandarizacion estadistica que permitan tener reglas fuertes y grupos
clasificados correctamente.

e Inferir las reglas de asociacion provenientes de simulaciones que sirva como soporte
para la toma de decision.

e Inferir grupos provenientes de simulaciones que sirva como soporte para la toma de
decision.



1.6 Metodologia

La metodologia empleada en la presente investigacion es llamada CRISP-DM (del inglés
Cross Industry Standard Process for Data Mining). Consiste en un conjunto de etapas o fases en
las cuales en algunas de estas etapas hay retroalimentacion, esta representada por un diagrama

como.

Comprensién == Comprensién
del Negocio . de los datos

o

Preparacion
de los datos

Evaluacion

Figura 1 Representacion de la metodologia CRISP-DM

Comprension del negocio: En esta etapa se refleja los objetivos de negocio y los de mineria de
datos, se visualiza el proceso de retroalimentacién con la fase de comprensién de los datos, ya

que estos objetivos pueden ir variando a medida que en la investigacion se concreta los fines.

Comprension de los datos: Los paramentos a seguir consiste en la recopilacion de datos iniciales,

descripcion de los datos, exploracion de datos, verificacion de calidad de datos.

Preparacion de los datos: Esta comprendida por la seleccion de datos, limpieza de datos,

construccion de nuevos datos, integracion de datos, formato de datos.

Modelado: Comprende la seleccidn de técnica de modelado, modelado de supuestos, generacion
de un disefio de comprobacion, generacion de modelos, configuracion de parametros, evaluacion

del modelo.
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Evaluacion: Comprende la evaluacion de los resultados, proceso de revision, determinacion de

los pasos siguientes.

Distribucion: Comprende la planificacion de distribucién, planificacion del control del

mantenimiento, creacion de un informe final, revision final del proyecto.
1.7 Justificacion

Este estudio consistira en interpretar reglas de asociacion y grupos aplicadas a series de
tiempo de un grupo de criptomonedas en la cual los datos deben estar discretizados, se aplica el
algoritmo a priori, la cual se encarga de generar las asociaciones, de igual forma se aplicara
calculos para determinar el porcentaje de clasificacion correcto. Cuyo resultado arrojara la tomar

decisiones para el riesgo de inversion.

Por lo antes descrito, aportara una investigacion mas en el area de la ciencia de los datos de
manera explicita o implicitamente, el estudio permite visualizar el comportamiento de demanda
y oferta del mercado en el que en funcion de un interés personal o empresarial pueda o no
generar una ganancia. Desde el punto de vista estadistico contribuye a la innovaciéon y
exploracién del conocimiento de la MD como herramienta para toma de decisiones, en tiempo
real sin afectar las transacciones La presente linea de investigacion aporta las fuentes teoricas
en MD aplicadas en series de tiempo en el mercado de criptomonedas, para los futuros trabajos

de grados de Ingenieria De Sistemas que quieran indagar en la ciencia de los datos.

11
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Capitulo 2

MARCO TEORICO

El pedestal tedrico de esta investigacion versa sobre la mineria de

datos aplicada en series de tiempo en el mercado de las criptomonedas.

Abordando distintas aristas tendentes a visualizar, comprender y realizar una aprehension de
aspectos relativos a la toma de decisiones en mercado competitivo y rentabilidad. Al respecto, se
disponen una serie de investigaciones que permiten entender campos del conocimiento de la

mineria de datos y su importancia en el mercado de las monedas virtuales.
2.1 Mineria de datos

Mineria de Datos es un término que comprende, técnicas y herramientas para extraer
informacidn de grandes bases de datos y obtener los resultados estadisticos que favorezcan la toma
de decisiones. Para lo cual se tomaran el enfoque de mineria de datos conocida como: MD el cual
es un proceso de planteamiento de distintas consultas y extraccion de informacion Gtil, patrones y
tendencias previamente desconocidas desde grandes cantidades de datos posiblemente

almacenados en bases de datos” [19].

2.1.1 Proceso de KDD

El proceso de KDD permite conocer la identificacion de los datos, el lugar donde se pueden
encontrar y como conseguirlos. Este proceso utiliza los datos mas apropiados para el objetivo

formulado.

En la figura 1.2 se muestra la metodologia que debe seguirse para obtener conocimiento a partir

de los datos que se encuentran en la base de datos.
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Figura 2 Metodologia para el descubrimiento de conocimiento en bases de datos.

El conocimiento de la base de datos esta fundamentado en la seleccidn de datos concretos o de
caracteristicas especificas que promuevan un resultado de acuerdo a la intension del mercado
propuesto. [20] Esta data inicial se transforma en datos procesados los cuales arrojaron un
resultado de apreciacién discreta convirtiendo en datos transformados esta data mining expresa
claramente la informacion extraida la cual es consolidad en resultados consolidados o

conocimientos consolidados. Este proceso permite tomar decisiones asertivas.
2.1.2 Almacenamiento de datos

La mineria de datos consiste en recopilar y analizar datos para extraer informacion rentable
mediante el tratamiento de los datos con la finalidad de eliminar datos duplicados, datos vacios,
entre otros) permitiendo que estos datos sean manipulables para que los resultados sean
consistentes con lo requerido [21]. Es por ello, que la mineria de dato es el conjunto de técnicas

empleadas para la extraccion del conocimiento en grandes volumenes de informacion.
2.1.3 Tipos de datos

Como todo proceso informatico, requiere de datos de entrada para la ejecucion de los procesos
posteriores. A cada grupo de datos que representa una caracteristica en especial, llamada atributo;
mientras que a la recopilacion de atributos de un caso particular se le conoce como instancias y al

conjunto de instancias se le llama base de datos.



14

Entre los tipos de datos en los que se puede representar la informacion de las organizaciones.
Estos pueden ser obtenidos mediante la categorizacion de los tipos de datos los cuales se
subdividen en datos sin dependencia y datos con dependencia. Datos independientes. Estos se
refieren a aquellos datos simples recolectados de forma independiente, es decir, sin que se necesite
conocer otro valor para ser interpretados. Datos dependientes. Son aquellos datos que dependen
de otro factor como el tiempo o el espacio para ser utilizados, estableciendo relaciones implicitas

con otros datos.

Los datos Independientes son numeéricos categdricos binarios dependientes series de tiempo
secuencias discreta. En cuanto a los datos espaciales: Expresan una medida cuantitativa de alguna
caracteristica mediante el conjunto de nimeros reales. Conocidos como datos continuos. Mientras
que los datos categoricos. Datos cualitativos discretos sin un orden natural entre ellos. Para los
datos binarios: es un dato cuantitativo que solo puede tomar uno o dos valores discretos. De igual
manera las series de tiempo: es un repertorio de valores, pertenecientes al conjunto de nimeros
reales R, recolectados durante un periodo de tiempo especifico. [Formalmente, una serie de tiempo

se puede expresar como S = {S;,S,- - -, S;} donde S; es el valor obtenido en el instante t.

Es por ello, que la mineria de datos en series temporales tiene 2 valores que viven en dos
espacios diferentes: espacio de valores, que es el conjunto de valores resultante de las mediciones;
y espacio temporal, que son los valores de los momentos en que se tomo6 cada medicion. EXiste
una serie de tiempo especial llamada secuencias discretas o cadenas de caracteres: es una serie de
tiempo, pero en lugar de valores continuos o reales, son almacenados valores discretos o
categoricos. Otro dato espacia son sobre las mediciones de las caracteristicas de objetos obtenidos

en ubicaciones espaciales almacenadas como coordenadas.
2.1.4 Procesamiento de la informacion

Dentro del proceso de almacenamiento de los datos, se presentan variables en cuanto al origen
de los datos. Estos datos pueden ser: Datos atipicos: Los cuales son valores que sobresalen del
modelo general de los datos. Generalmente, tienen un comportamiento aleatorio por lo que son
dificiles de detectar y eliminar en los procesos de extraccién de conocimiento. En cuanto a los
datos incompletos son valores faltantes en las bases de datos debido a fallas en el almacenamiento

o simplemente a la falta de medicidn de sus caracteristicas en particular. Por su parte, los datos no
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estandarizados: Son datos que se presentan en diferentes escalas de referencia de valores, es decir,
se pueden presentar caracteristicas medidas en intervalos pequefios ((0, 1) y otros medidos con

magnitudes muy altas [22].

Por lo tanto, la Mineria de Datos en series temporales elimina las inconsistencias de los datos,
como son: datos faltantes, inconsistentes, con ruido y/o atipicos. Por otro lado, para la deteccion
de datos atipicos, se manejan métodos estadisticos para analizar el comportamiento de los datos e

identificar aquellos que no se ajusten al modelo de los mismos.

En cuanto a la transformacion de datos, en esta fase, los datos son escalados a un mismo rango
de valores usando las medidas de tendencia central y dispersion de la estadistica tradicional
mediante la reduccion de la dimension. Proceso que consiste en reducir el nimero de variables
aleatorias o atributos, con la finalidad de obtener representaciones mas compactas del conjunto

original.

La fase de preprocesamiento de la informacion, no realiza tareas de descubrimiento de
conocimiento, debido a que, si los datos de entrada son inconsistentes, con una alta tasa de ruido
y con datos faltantes, los resultados obtenidos seran inutiles y fuera de la realidad del problema a
resolver. Pero si se presentan inconsistencias, es indispensable realizar este proceso cada vez que

se desee aplicar técnicas de mineria de datos.
2.1.5 Herramientas para el andlisis de la mineria de datos

La mineria de datos, consiste en descubrir patrones entre los datos y transformandolos en
informacion refinada, l6gica y procesable utilizando algoritmos especificos, analisis estadistico,
inteligencia artificial y sistemas de bases de datos [23]. Para extraer los datos es necesario un

sistema de software especializado para hacer exploracion de datos.
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2.1.6 Software conocidos en mineria

El software Data Mining es el analisis de conjuntos de datos habitualmente extensos en
variables para hallar relaciones entre ellos y concretar la informacion de forma til .Esta ligado a
métodos novedosos, el proposito del Data Mining y de la Estadistica es el mismo, siendo el matiz

del tratamiento de grandes bases de datos lo que le confiere al Data Mining su especificidad.
RapidMiner

Es un software analitico predictivo de cddigo abierto que se utilizado al iniciar cualquier
proyecto de mineria de datos trabaja con aplicaciones moviles y los chatbots, tienden a depender
de esta plataforma de software para el aprendizaje automatico, creacion rapida de prototipos,

desarrollo de aplicaciones, mineria de texto y analisis predictivo.
IBM SPSS

Este software te permite generar una gran variedad de algoritmos de mineria de datos sin
programacion. Permite la deteccion de anomalias, redes bayesianas, Cox y redes neuronales

basicas que utilizan perceptores multicapa con aprendizaje retractil.
R

La R para hacer Data Mining es gratis, tiene cddigo abierto y es facil de usar sin experiencia en
programacion. Se ejecuta en casi todos los sistemas operativos y puedes descargarle algoritmos
super avanzados para trabajar con grandes paquetes de informacion. R te permite manipular datos
facilmente, visualizarlos a través de graficos interactivos y animados y realizar grandes analisis

estadisticos de ellos.
SAS

El SAS Rapid Predictive Modeler, guia a través de un conjunto de quehaceres de mineria de

datos. Se usa principalmente a nivel empresarial para crear visualizaciones interactivas.
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Python

Python es un lenguaje de cddigo abierto gratuito permite aprender a crear toda clase de
conjuntos de datos y a realizar analisis de afinidad complejos en cuestion de minutos. Es una

herramienta de mineria de datos extremadamente efectiva y eficiente.
Orange

Orange es herramientas gratuitas para hacer Data Mining debido a la visualizacion interactiva
por ser un software de aprendizaje automatico y de procesos de manipulacion de datos y con flujos
de trabajo de mineria de datos precargados sobre textos, mapas de calor y diagramas de dispersion.

KNIME
Es el software mas sencillo de manipular contiene disefio de tablas y graficos interactivos.
Spark

Excelente en la mineria de mineria de datos de cddigo abierto de simplicidad, velocidad y
compatibilidad con una gran cantidad de lenguajes de programacion que incluyen Python, R, Java

y Scala.
Apache Mahout

Mahout este software crece continuamente a medida que los algoritmos implementados dentro
de Apache Mahout evolucionan, cuenta con una extensa biblioteca en JAVA y su rendimiento al
igual que su velocidad es impresionante, permite realizar operaciones matematicas como el algebra

lineal y las estadisticas.
Weka

Weka admite las principales tareas de mineria de datos, incluida la extraccion de datos, el
procesamiento, la visualizacion, la regresion, etc. Suponiendo que los datos estén disponibles en
forma de un archivo plano. Weka te proporciona acceso a las bases de datos de SQL a través de la
conectividad de la base de datos.
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2.2 Reglas de asociacion

Las reglas de asociacion describen la relacion entre los elementos de un conjunto de datos.
Estas reglas nacen de la investigacion de Agrawal, Imielinski y Swami [24] donde consideran la
coleccion de datos que generan las compras en un supermercado, sirviendo como apoyo para saber
qué conjunto de productos se compran y generar por medio de las reglas de asociacion

promociones. En [24] definen las reglas de asociacion como:

Dado C como el conjunto de conceptos y T:= {t; |i = 1. . . n} como la base de datos de
transacciones, donde n es el nimero total de transacciones y cada transaccion t; consiste en un

conjunto de elementos:
ti={ajj|j=1..m;,a;; €C},

Y cada elemento a;; es un elemento del conjunto C y m el nimero total de elementos en t;. El

algoritmo calcula las reglas de asociacion presentadas:
Xk:Yk(ka YkC C,Xk ﬂYk:{})

Una regla de asociacién es una implicacion de la forma X, = Yy donde X es un conjunto de
algunos elementos de C también Ilamado antecedente y Yj es un s6lo elemento en C que no esta
presente en X, también Ilamado consecuente. La regla se satisface si las medidas de soporte,
ecuacion (2), y confianza, ecuacion (3), sean iguales o mayores a las deseadas. El soporte de una
regla Xy = Yy es el porcentaje de transacciones que contiene Xy U Y, como un subconjunto, y la
confianza de una regla Xy = Yy esta definida como el porcentaje de transacciones donde Y, aparece

si X se encuentra en una transaccion:

Soporte (X = Yy) = I8 | X U Yie € G ’ Ecuacion (1)

n

; _ Hti [ Xk U Yk St} iz
Confianza (Xx = Yy) = ke Ecuacion (2)

Las medidas se pueden interpretar como: una regla con bajo soporte indicaria que habra

aparecido por casualidad. Sin embargo, una regla con baja confianza indicaria que no existe
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relacion entre el antecedente y el consecuente. Ademas, existe una diferencia entre X= Yy Yy Yi

= Xy, debido a que las reglas comparten el mismo soporte pero su confianza tiende a ser distinta.

Existen casos en que valores altos de confianza se deben a que el producto del lado derecho de
la reglas tiene un soporte alto independiente del soporte del producto del lado izquierdo. Tenemos
que el lift se representa como la confianza de la regla dividida por el soporte del consecuente.

. Confianza(X-Y
Lift = #

Soporte(D) Ecuacion (3)

Cuando el lift es mayor a uno implica que la probabilidad del consecuente de la regla aumento
una vez que se adquiere el antecedente, si el lift es igual a uno significa que la probabilidad no se
vio afectada por lo tanto el antecedente no aporta informacion, si el lift es menor a uno implica
que el antecedente tuvo un efecto negativo en la ocurrencia del consecuente de este modo su

probabilidad baja.
2.2.1 Algoritmo a priori (Agrawal, 1994)

Busca [25] itemsets frecuentes usando generacion de candidatos. Su nombre se debe a que usa
conocimiento a priori para la generacion de itemsets frecuentes. Este algoritmo se resume en dos

pasos:

e Generacion de todos los itemsets que contienen un solo elemento, utilizacion de estos para
generar itemsets que contengan dos elementos, y asi sucesivamente. Se toman todos los
posibles pares de items que cumplen con las medidas minimas de soporte inicialmente
preestablecidas; esto permite ir eliminando posibles combinaciones: aquellas que no
cumplan con los requerimientos de soporte no entraran en el anélisis.

e Generacion de las reglas revisando que cumplan con el criterio minimo de confianza. Es
interesante observar que si una conjuncion de consecuentes de una regla cumple con los
niveles minimos de soporte y confianza, sus subconjuntos (consecuentes) también los
cumplen; en el caso contrario, si algin item no los cumple no tiene caso considerar sus

super conjuntos.

Asi se obtiene un método para construir reglas con un solo consecuente, a partir de ellas

construir reglas de dos consecuentes y asi sucesivamente; todo se realiza mediante una pasada por
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la base de datos para cada conjunto de items de diferente tamafio. El esfuerzo computacional
depende principalmente de la cobertura minima requerida, y se lleva practicamente todo en el
primer paso. El proceso de iteracion del primer paso se llama level-wise y va considerando los
superconjuntos nivel por nivel. De esta manera se tiene una propiedad anti-mondétona: si un
conjunto de items no pasa la prueba de soporte ninguno de sus subconjuntos la pasa; esto se

aprovecha en la construccion de candidatos, para no considerar todas las opciones.

Transaccion Listado de productos adquiridos
Tl Computador, impresora
T2 [mpresora, DVD
T3 Impresora, cimara de video
T4 Computador, impresora, DVD
T3 Computador, camara de video
T6 Impresora, camara de video
T7 Computador, camara de video
T8 Computador, impresora, cdmara de video, scanner
T9 Computador, impresora, camara de video
T10 [mpresora, scanner
Tll Computador, DVD
T12 Computador, impresora, DVD

Tabla 1 Ejemplo de datos de compras de productos

Cada transaccion (T1, T2,...) representa una compra realizada por diferentes clientes de
DISTCOL,; al frente aparecen los productos comprados en cada transaccion; por simplicidad, a
cada transaccion se asigna un identificador. A continuacion se explica el algoritmo a priori con

base en el contenido de la Tabla 1, que registra 12 transacciones de venta por parte de la empresa.
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En la primera iteracion del algoritmo, cada item es un miembro del conjunto de candidatos 1-
itemsets, C1. El algoritmo explora en orden todas las transacciones para contar el nimero de

ocurrencias de cada item.

G
Itemset Contador de soporte (cont_sop)
{computador} 8
{impresora} 9
{camara de video} 6
{DVD} 4
{scanner} 2

Tabla 2 Primer paso del algoritmo, contador del soporte de cada producto.

Supdngase que el contador de soporte requerido son dos elementos (min_sop = 2/12 = 16%).
El conjunto de los 1-itemsets frecuentes, L1, puede entonces ser determinado considerando los 1-

itemsets candidatos que satisfacen este minimo soporte (min_sop).

L
itemset Contador de soporte (cont_sop)
{computador} 8
{impresora} 9
{cdmara de video| 6
(DVD! 4
{scanner} 2

Tabla 3 Segundo paso del algoritmo, comparacién de los candidatos del contador de soporte con

el min_sop.

Para descubrir el conjunto de los 2-itemsets frecuentes L2, el algoritmo a priori usa L1 * L2

para generar un conjunto de candidatos de 2- itemsets, C,.



Tabla 4 Tercer paso del algoritmo, generacion de C, candidatos desde L1.

G

Itemset

{computador, impresora}

{computador, cdmara de video}

{computador, DVD}

{computador, scanner}

{impresora, camara de video}

{impresora, DVD}

{impresora, scanner}

{camara de video, DVD}

{camara de video, scanner}

{DVD, scanner}
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Las transacciones son exploradas y el contador de soporte de cada itemset candidato en C2 es

acumulado, como se muestra en la Tabla 5.

Tabla 5 Cuarto paso del algoritmo, contador de soporte para 2 itemsets.

G

itemset

cont_sop

computador, impresora}

5

computador, cdmara de video}

computador, DVD}

impresora, cmara de video}

i
{
i
{computador, scanner}
i
i

impresora, DVD}

{impresora, scanner}

{cdmara de video, DVD}

{camara de video, scanner}

—_ e (| | | — e |

{DVD, scanner}

=

El conjunto de los 2-itemsets frecuentes, L2, es entonces determinado por aquellos que cumplan

con el minimo soporte.

Tabla 6 Quinto paso del algoritmo, candidatos que cumplen con el min_sop.

L,

Itemset

cont_sop

{computador, impresora}

{computador, camara de video}

{computador, DVD}

{impresora, camara de video}

{impresora, DVD}

LS SN UL [N L0

{impresora, scanner}

2




23

La generacion del conjunto de candidatos de 3- itemsets C5, se muestra en la Tabla 7.

G
ftemset
{computador, impresora, camara de video}
{computador, impresora, DVD]
Tabla 7 Generar C; candidatos desde L2

Las transacciones son exploradas y el contador de soporte de cada itemset candidato en C3 es
acumulado, como se muestra en la Tabla 8; posteriormente, en la Tabla 9 se muestran los itemsets

que cumplen con el min_sop.

C,
Itemset cont sop
{computador, impresora, camara de video} 2
{computador, impresora, DVD} 2

Tabla 8 Octavo paso del algoritmo, contador de soporte para 3 itemsets.

Ly

itemset cont_sop

{computador, impresora, cdmara de video}
{computador, impresora, DVD}

Tabla 9 Candidatos que cumplen con el min_sop

S o]

El algoritmo usa L3 *L3 para generar un conjunto de candidatos de 4-itemsets, C4; sin embargo,
no existen candidatos de 4-itemsets que cumplan con el min_sop, por lo cual el algoritmo a priori

termina. (Fuente tomada y adaptada de Han, 2000).
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A continuacion se presenta el algoritmo a priori en seudo-codigo. Encuentra los itemsets
frecuentes. Entradas: Transacciones de una base de datos D; min_sop Salidas: L, itemsets

frecuentes de la base de datos D. Método:

(1) L1 = encontrar_1-itemsets frecuente(D);

(2) Para (k=2; Lk-1#0; k++)

(3) Ck = generar_apriori (Lk-1, min_sop);

(4) Para cada transaccién t € D // examinar D para el contador

(5) Ct = subconjuntos (Ck-t) // obtener los subconjuntos t que son candidatos

(6) Para cada candidato ¢ € Ct

(7) c.contador++

(8) fin-para

(9) Lk = {c € Ck | c.contador>min_sop}

(10) fin-para

(11) retornar L = UK Lk ;

Funcion generar_apriori(Lk-1 : (k-1)-itemsets frecuentes; min_sop : minimo soporte)

(1) Para cada itemset 11 € Lk-1

(2) Para cada itemset 12 € Lk-1

@)Si(1[a=12[1Aa0121=1212D A ... A(11[k-2] =12 [k-2]) A (11 [k-1] < 12 [k -1]))
Entonces

(4)c=11X12; /lgenerar candidatos

(5) Si subconjunto_infrecuente(c, Lk-1) Entonces

(6) eliminar c;

(7) Si No

(8) adicionar c a Ck

(9) fin-para

(10) retornar Ck ;

Funcion subconjunto_infrecuente(c : k-itemset candidato; Lk-1 : (k-1)-itemset frecuente)
(1) Para cada (k-1)-subconjunto s de ¢

(2) Si (s & Lk-1) Entonces

(3) retornar Verdadero;

(4) retornar Falso;
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2.3 Analisis discriminante

Tiene como objetivo analizar la relacion entre una variable dependiente categdrica con g
modalidades, que se corresponden con los grupos analizados, y un conjunto de variables
independientes x4, X, ... Xp, MEtricas o cuantitativas, a partir de una serie de funciones
discriminantes, [26] que son combinaciones lineales de las variables independientes que mejor

discriminan o separan los grupos, y cuya expresion es la siguiente:

fkm Mo T M X1km T W2 X2k teeeennt e + WpXpkm Ecuacion (4)
Siendo fy,,, el valor o puntuacién en la funcién discriminante para el caso m en el grupo k;

Xikm €l Valor de la variable discriminante x; para el caso m en el grupo k y p; los coeficientes o
ponderaciones de las variables x;.

Doble criterio

Grupo I1

.2\ .
= -, .
2 e ¥ ’ i -
=z < . Maxima separacion entre grupos
2 2
o

(entre sus medias)

Figura 3 Representacion grafica de la funcion de fisher.

El andlisis discriminante permite estudiar las diferencias entre dos (en el caso del analisis
simple) o mas (estariamos ante el analisis discriminante multiple) grupos de individuos definidos
a priori, con respecto a varias variables simultdneamente.

El ndmero de funciones discriminantes a obtener depende, a su vez, del nUmero de grupos
definidos por la variable dependiente, ya que se obtienen tantas funciones como grupos menos
uno, salvo que el nimero de variables independientes incluidas en el modelo sea inferior, en cuyo
caso el numero de funciones discriminantes obtenidas coincide con el de variables. Las funciones
discriminantes se obtienen de forma que la primera contiene aquellas variables explicativas cuyos

valores mas diferencian los distintos grupos, la segunda funcion es la segunda combinacion de
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variables que mas discrimina entre los grupos, pero con la condicion de que los valores obtenidos
mediante la primera funcion no se hallen correlacionados con los de aquélla, y asi sucesivamente.
Estimadas las funciones discriminantes, su capacidad predictiva se evalla mediante el
establecimiento de una puntuacion de corte 6ptima, que permite asignar los casos a cada uno de
los grupos definidos por la variable dependiente, obteniéndose de la puntuacion discriminante que
corresponde a cada caso, a partir de los valores que presenta el individuo en la combinacion de

variables explicativas que forman las funciones discriminantes.

2.3.1 Distancia de mahalanobis
La regla de seleccion en este procedimiento [27] es maximizar la distancia D? de Mahalanobis.

La distancia multivariante entre los grupos a y b se define como la ecuacion (5):

D= (n-K)Zh_, 3P wiit (f® - x{)(x(® - 2P Ecuacion (5)

Donde n es el nimero de casos validos, k es el nUmero de grupos, es la media del grupo a en la
i-ésima variable independiente, es la media del grupo b en la i-ésima variable independiente, y es
un elemento de la inversa de la matriz de varianzas-covarianzas intra-grupos.

Siendo la variabilidad total de la forma de la ecuacion (6).

Tij= wjj + Vjj Ecuacidn (6)

La covarianza total es igual a la covarianza dentro de grupos, mas la covarianza entre grupos.

DOS GRUPOS Y UNA VARIABLE CLASIFICADORA

Se busca clasificar cada observacion en el grupo
correcto, segun el valor de la variable clasificadora

Jx)
a Eje discriminante

Grupo I Grupo II

X, N C e X
Zona

problema

Figura 4 Representacion gréafica del analisis de dos grupos y una variable clasificadora.
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2.4 Discretizacion de serie de tiempo.

El proceso de discretizacion consiste en transformar un tipo de dato en valor discreto. Este
proceso consiste en transformar la serie continua en secuencias discretas o cadenas de caracteres
[28]. Todo proceso de discretizacion requiere un proceso previo para reducir la dimensionalidad

de la serie antes de la transformacion.

2.5 Apoyo a la toma de decisiones

Los sistemas de apoyo a la toma de decisiones son las herramientas que usan los directivos para
tomar decisiones eficaces, y se basan en la teoria de la decision. Se puede considerar a las
herramientas de Mineria de Datos como tipos especiales de herramientas de apoyo a la toma de
decisiones. La mineria de datos, se convierte en una herramienta estratégica que eleva los niveles
de competencia en el cambiante mundo de los negocios. Esto debido a la rapidez con que se

identifica y analiza informacion.

Entre las ventajas de la mineria de datos estd su facilidad de uso y la aplicabilidad de un
conocimiento adecuado de los distintos tipos de algoritmos empleados, y del resultado derivado
de la aplicacion de la data mining. La cual presenta la tenencia de datos esenciales en una toma de
decision acertada. Con data mining las empresas cuentan con el manejo de los datos fidedignos
para la planeacion econdmica, inteligencia empresarial, finanzas, analisis de mercados y analisis

de perfiles de clientes entre otros.

Para Molina, (2002). [29] La mineria de datos (datamining), es herramienta fundamental de los
negocios modernos, ya que es capaz de convertir los datos en inteligencia de negocios -Business
Intelligent (BI)- dando asi una ventaja de informacién, sobre practicas de perfil y comercializacion

de productos.
2.6 Criptomonedas

Partiendo del origen de criptomoneda derivada del prefijo cripto, proviene de la palabra griega
kruptos, que significa oculto, secreto. [30] Criptografia es el estudio de métodos de encriptacion
de informacion, principalmente utilizados para enviar un mensaje de manera segura y privada, y

para la seguridad y autentificacion de datos.
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El Banco central europeo (BCE) defini6 en 2012 la criptomoneda como ‘moneda virtual’ de
“un tipo de dinero no regulado, digital, que se emite y por lo general controlado por sus
desarrolladores, y utilizado y aceptado entre los miembros de una comunidad virtual especifica.
Por lo cual, las criptomonedas son un subconjunto de las monedas digitales basadas en la

criptografia.

De igual forma el periddico digital especializado en Bitcoin Coindesk define el término
criptomoneda como: “Una forma de moneda basada Unicamente en las matematicas. En lugar de
la moneda fiduciaria, que se imprime, una criptomoneda se produce mediante la resolucion de

problemas matematicos basados en criptografia.”

Por lo tanto, la criptomoneda es una moneda digital disefiada para funcionar como medio de
intercambio la cual utiliza la criptografia para asegurar y verificar transacciones, para controlar la
creacion de nuevas unidades de una criptomoneda particular. De manera generalizada las
criptomonedas son entradas limitadas en una base de datos que nadie puede cambiar a menos que

se cumplan condiciones especificas.

2.6.1 Tipos de criptomonedas

Con la creacion de nuevas criptodivisas, han aparecido nuevas plataformas para enviar, recibir y
comprar distintos tipos de criptomonedas como por ejemplo Bitcoin, Bitcoin Cash, Ethereum y
Litecoin. Hablamos de Coinbase, una plataforma y monedero digital que permite operar con
criptomonedas de forma sencilla y segura. Entre los tipos de monedas virtuales destacan por su

facil manejo y accesibilidad al pablico:
BITCOIN

El Bitcoin es la criptodivisa 0 moneda digital pionera, creada 2008 bajo el nombre de Satoshi
Nakamoto. Su lanzamiento no tenia el valor que posee ahora y la mayoria tampoco podia llegar a
pensar que alcanzaria estos datos. [31] (simbolo: B; cddigo: BTC) es un protocolo, proyecto
de codigo abierto y red peer-to-peer que se utiliza como criptomoneda, sistema de pago

y mercancia. Bitcoin es un sistema basado en UTXO (siglas en ingles de «Unspent Transaction


https://commerce.coinbase.com/
https://es.wikipedia.org/wiki/Protocolo_(inform%C3%A1tica)
https://es.wikipedia.org/wiki/C%C3%B3digo_abierto
https://es.wikipedia.org/wiki/Red_de_computadoras
https://es.wikipedia.org/wiki/Peer-to-peer
https://es.wikipedia.org/wiki/Criptomoneda
https://es.wikipedia.org/wiki/Sistema_de_pago
https://es.wikipedia.org/wiki/Mercanc%C3%ADa_(econom%C3%ADa)
https://commons.wikimedia.org/wiki/File:BitcoinSign.svg
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Output», comunmente traducido al espafiol como "monedas no gastadas”). Las cantidades de los
UTXO estan vinculadas a las direcciones que las pueden gastar por medio del registro de la cadena
de bloques. Cuando un usuario (A) desea transferir unidades monetarias a otro usuario (B),
construye una transaccion especificando en ella la cantidad de bitcoins que cede de los UTXO que
desea gastar y la direccion del destinatario (B), la firma con su clave privada y la transmite a la red
Bitcoin (BTC). Los nodos que reciben la transaccion verifican las firmas criptogréaficas y la validez
de la posesion del UTXO antes de aceptarla y retransmitirla. Este procedimiento propaga la
transaccion de manera indefinida hasta alcanzar a todos los nodos de la red. La transaccion es
validada por un minero y minada en un bloque. Una vez que una transaccion se encuentra en la
cadena de bloques y ha recibido la confirmacién de un nimero razonable de bloques posteriores,

la transaccion se puede considerar parte permanente de la cadena de bloques.
RIPPLE

Ripple (XRP) moneda digital se trata de un sistema totalmente seguro y encriptado cuya
informacién de las transacciones son publicas pero la informacion del pago no, es decir, es un
sistema confidencial donde el emisor y receptor son los unicos que disponen de la informacion y

el codigo que la desencripta.
LITECOIN

Litecoin fue lanzado como una alternativa al Bitcoin. Tiene un limite superior al Bitcoin (84
millones, frente a 21 millones) y actualmente existen cerca de 55 millones de Litecoin en
circulacién. Por este motivo, son muchos los expertos que apuestan por esta criptomoneda en el

futuro.
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ETHEREUM

Ethereum y el Ether en 2017 las criptodivisas mas rentables y es una alternativa basadas en la
tecnologia como Aragdn o Stox. Es la segunda divisa digital en términos de capitalizacion por eso

se le considera una gran alternativa al Bitcoin.
NEO

NEO o el “Ethereum de China» creado en 2014 por Da Hohgfei, NEO permite construir
aplicaciones descentralizadas asi como contratos inteligentes, ademas NEO es indivisible, no como
ETH.

MONERO

El elemento diferenciador de la criptomoneda Monero es su anonimato. En su filosofia, Monero
permite que en cada transaccion sea totalmente andnima, incluido remitente, el destinatario y el
volumen de la transaccion. Para muchos esto supone un problema porque se cree que beneficia a
los ciberdelincuentes. Segun expertos, Monero tiene perspectiva de vivir su mayor crecimiento y

podria llegar a los 50 $.
DASH

Dash es otra criptomoneda peer-to-peer, como el Bitcoin, pero que integra funcionalidades mas
avanzadas, como: las transacciones instantaneas y las transacciones privadas. Es una moneda

digital que vive momentos volatiles y se puede adquirir a muy buen precio.
NEM

NEM, creada en 2015 utiliza la tecnologia Blockchain para su gestion: Su elemento mas
innovador es que permite enviar mensajes, registrar nombres o crear cuentas con varios titulares.

A la hora de invertir, es considerada una criptomoneda “low cost”
CARDANO

El sistema de bloques Cardano nacio en 2015. Su moneda, Ada, ya cuenta con casi 26

millones de hasta las 45 mil que puede albergar. Esta moneda es su division en dos capas: una la
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capa de pagos donde se ejecutan las transacciones y otra donde se llevan a cabo las aplicaciones y

contratos, Ilamada capa de computacién
FEDCOIN

Esta criptodivisa creada en Estados Unidos pretende ser el sustituto del dolar. Segun sus
creadores, es una de las monedas 100% internacional y digital, ademas, se podria eliminar de golpe

los mayores riesgos a la economia que son las corridas bancarias y la hiperinflacion.
2.6.2 Uso de las criptomonedas

Inicialmente las criptomomedas, nacieron como una forma de pago anénima y seguraen 92
paises, de los cuales 6.000 tienen presencia fisica y hay mas de 13 millones de billeteras virtuales
creadas. Bajo el espacio financiero las transacciones con criptomonedas facilitan la posibilidad de
cambiar bitcoins u otra moneda virtual por monedas de curso legal, entre ellas euros o dolares, o

las webs de trading, que permiten comprar y vender bitcoins como si fueran acciones.

Pero el uso de las criptomonedas también cruza al otro lado de la ley. El anonimato que
proporcionan las convierte en el medio de pago perfecto para el pago de ilicitos. En la internet
profunda (Deep web) los productos que se adquieren en los mercados clandestinos (armas, drogas,
pornografia de menores, etc.) se pagan con bitcoin, Otro negativo uso es el pago de rescates tras
el ataque de un ramsonware, la actividad ilicita conocida es el criptojackingo mineria ilegal. Los
ciberdelincuentes toman el control de ordenadores ajenos para utilizarlos para la explotacion de

criptomonedas como bitcoin.
2.7 Apoyo o beneficio de la mineria de datos, la criptomoneda y toma de decisiones.

Los beneficiosos de la mineria de datos y la inclusién de las monedas virtuales han consolidado
imperios financieros de manera global y con el respaldo del cambio a moneda de curso legal,
garantizando inversiones a nivel mundial en tiempo real. Otra forma de beneficios que aporta la
mineria de datos y la moneda virtual ha sido el crecimiento de grandes plataformas virtuales para
el esparcimiento y la recreacién. Para que ambas vertientes puedan apoyan la toma de decisiones,
se requiere de proceso automatico y reutilizables que ayuden a la competencia de los negocios

obteniendo de forma rapida la informacion, descubriendo conocimiento y patrones en base de
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datos, como resultado de la aplicacion de las tecnicas de mineria de datos para consolidar
empresas, organizaciones y negocios personales con la mayor ventaja de asertiva econémica y

financiera.

El uso de la mineria de datos como soporte a decisiones en los negocios esta basada en el analice
de la evolucion de la empresa, la comparacion informacion en diferentes periodos de tiempo, con
el cual se define las medidas cualitativas para los patrones obtenidos como son la precision, utilidad
y beneficio obtenido. Estos procesos de mineria de datos a traves de la aplicacion de técnicas
estadisticas avanzadas y nuevos métodos de extraccion de conocimiento que permiten al talento
humano conocer la proyeccion e impacto financieros de sus productos a corto, mediano y largo

plazo.

Es por ello, que la mineria de datos, las monedas virtuales y la toma de decisiones involucran
a las organizaciones para definir y establecer un grupo personalizado de fuentes sobre las cuéles
poder extraer datos; fijando las frecuencias diarias, semanales y mensuales para establecer un
almacén de datos, cuyo principal objetivo esta encaminado al descubrimiento de patrones de
comportamiento mediante las bases de datos a través de la Inteligencia Artificial con la finalidad
de generar nuevas oportunidades de mercado en diferentes sectores. En la banca se utiliza para
aminorar los riesgos del mercado, aplicandose habitualmente a la calificacion crediticia (rating) y
a sistemas inteligentes antifraude para analizar transacciones, movimientos de tarjetas, patrones de

compra y datos financieros de los clientes.

En cuanto al comercio, se aplica para explorar bases de datos para optimizar la division del
mercado, analizar las relaciones entre cuantificaciones: edad clientes, género, gustos, entre otros.
El conocer el comportamiento de los clientes permite dirigir campafias personalizadas de
captacion; en las zonas de mayor rentabilidad, reduciendo drasticamente el tiempo de blsqueda y

evaluacion para una inversion exitosa.

Estudios de mercados y valoracion permite a los clientes optimizar sus estrategias al anticiparse
y conocer el comportamiento del mercado. La herramienta del manejo de mineria de datos y las
criptomonedas se ha convertido proceso vital para comercio digital, imprescindible en la

optimizacion de los procesos de venta.
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Capitulo 3
PREPARACION DE DATOS

En el capitulo presente se trataran los datos mediante herramientas estadisticas que permiten

conocer el comportamiento previo de los datos iniciales para luego ser simulados.
3.1 Formato de los datos

Los datos se extrayeron de forma numérica de la plataforma coinmarketcap se tomo la data
historica de cada moneda virtual, seleccionando los datos diarios de las columnas de apertura y los
de cierre de bitcoin, etherium, riple y litecoin que comprende el periodo octubre del 2015 hasta
septiembre del 2020. Estos datos previos permite el calculo de la rentabilidad de 1828 dias en la
que cada dia se representa como un punto dentro de una serie de tiempo.

. _ t 1A
_ cierre-apertura , ) Ecuacién (7)

apertura

3.2 Seleccién de monedas

Se tomo las primera 4 monedas del ranting de la plataforma web coinmarketcap, es decir, las
mas popular y conocidas entre los usuarios que conformar el mercado de compra y venta de dichos

activos.

e Bitcoin (BTC): Es la primera criptomoneda creada, popular y de mayor cotizacion a nivel
mundial en parte por la seguridad que ofrece a la hora de realizar una transaccion, esto
debido a su codigo abierto y sin intermediarios.

e Etherium (ETH): Es la segunda criptomoda mas conocida en el mercado, no solo opera
como moneda virtual si no que ademas ofrece otros productos a los usuarios ya que permite
ser programable, es decir, los usuarios pueden usarla para crear nuevas aplicaciones, al
igual que bitcoin ofrece seguridad a la hora de realizar transacciones entre usuarios.

e XRP O RIPPLE (XRP): Funciona como criptomoneda y como una plataforma virtual que
funciona bajo un protocolo de codigo abierto que esta disefiado para permitir transacciones
rapidas y baratas.



34

e Litecoin (LTC): Funciona como criptomoneda y tambien funciona como software de
codigo abierto publicado bajo la licencia MIT, inspirado y casi identico a BTC pero con

tarifas de transacciones mucho mas bajas.
3.3 Distribucion de los datos

Una de las caracteristicas de la fase de la preparacion esta en observar el comportamiento de
los datos, es decir, verificar a que distribucion tienden los valores de estudio, este reconocimiento
permite una vision mas clara desde un enfoque estadistico que permita coherencia en la
construccion de la base de datos discretizada, esto se debe a que la exploracion que hasta ahora se
ha percibido es de caracter continua, pero para llegar a los objetivos planteados al inicio de la

investigacion se requiere sacar intervalos para el proceso de etiquetado o discretizacion.

SERIE DE TIEMPO DIARIA DE BITCOIN

0.3

0.2

0.1

0.0

RENTABILIDAD

01 o1 o1 01 o1 o1
Dia

Figura 5 Representacion grafica de la serie de tiempo diaria de bitcoin,

Exploramos a que distribucion se daptan las rentabilidades diarias.
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Figura 6 Resultados de las distribuciones a las que pertenecen los datos diarios correspondientes

a bitcoin.

En la Figura 6 observamos que los datos no se ajustan a una distribucion normal que es lo que

se desea, de este modo procedemos a los datos la transformacion de Jhonson.

Transformacién de Johnson para RENTABILIDAD DIARIA
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No se seleccioné una transformacion con valor p > 0.1. No se hizo la transfoermacion.

Figura 7 Resultados de la transformacion a una distribucion normal, se observa que no pudo

realizar la transformacion esto debido al comportamiento de los datos.
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Se observa que las rentabilidades diarias de la moneda bitcoin no brindan informacion que
permita realizar la transformacion a un conjunto de datos normales, por lo que se decide explorar
su comportamiento mensual con el fin de obtener vertores de datos que se adapten a una

distribucion normal permitiendo una preparacion precisa.
3.3.1 Distribucion de datos bitcoin

Se representa la rentabilidad mensual de la moneda virtual bitcoin se ajusta a una distribucion
normal, cauchy y logistica. Esto implica que los datos no proceden a una transformacion que
permita trabajar con datos normales. Para efectos mas practicos se tratara los datos como a una

distribucion normal en la cual dicho programa nos da los parametros para su estudio.

Chosen continuous distribution is: Normal (norm)

Fitted parameters are:

mean sd
? Fitting continuous distributions =NRCN X
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Figura 8 Resultados de las distribuciones a los datos de rentabilidad mensuales correspondientes

a bitcoin.

Dichos parametros permite obtener los intervalos de confianza del 50 % que permite realizar la
discretizacion de todo el vector de datos, por lo tanto 1- a = 0.5 entonces a/2 = 0.25 nos queda
Zo/2 = 0.67.



X1= 0.0076
X2=-0.0019

3.3.2 Distribucion de datos Ethereum
En la siguiente imagen observamos que los datos que representa la rentabilidad mensual de la

37

moneda virtual Ether nos muestras que no hay certeza de que los datos se ajusten a una normal.

Esto implica que los datos proceden a una transformacion que permita trabajar con datos normales.
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Figura 9 Resultados de las distribuciones a los datos de rentabilidad mensuales correspondientes

a ethereum.

En vista que los datos de la rentabilidad poseen negativos y cercanos a cero, se realizara la

transformacion de Johnson, de modo que el programa Minitab nos arroja el siguiente resultado:
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Transformacién de Johnson para ether

Gréfica de prob. para datos originales seleccione una transformacién
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Figura 10 Transformacion de las rentabilidades a distribucion normal.

Observamos en la figura 10 que el valor requerido para transformar los datos a una distribucion
normal tiene el ajuste de 0.67, en la imagen inferior llamada “Grafica de prob. Para datos
transformados” se refleja que su significancia tiene un valor p = 0.367 que es mayor a 0.05
generando datos normales siendo este ultimo valor el nivel de referencia para determinar si un

conjunto pertenece a una distribucién normal.

Al volver a Rstudio verificamos que no hay duda de la normalidad de los nuevos datos. Nos da

los siguientes parametros:
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Chosen continuous distribution is: Normal (norm)
Fitted parameters are:

mean sd
0.0053835 0.9325392
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Figura 11 Resultados de las distribuciones a los que se adapta el vector de datos transformados.

Dichos parametros permite obtener los intervalos de confianza del 50 % que permite realizar la
discretizacion de todo el vector de datos, por lo tanto 1- o = 0.5 entonces a/2 = 0.25 nos queda
Zoj2 = 0.67.

X1=10.6355
X2=-0.6247
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3.3.3 Distribucion de datos Ripple

En la siguiente imagen observamos que los datos que representa la rentabilidad mensual de la
moneda virtual RIPLE muestra que los datos no se ajusten a una normal. Esto implica que los

datos proceden a una transformacion que permita trabajar con datos normales.
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Figura 12 Resultados de las distribuciones a las que se adapta las rentabilidades mensuales.

En vista que los datos de la rentabilidad poseen negativos y cercanos a cero, se realizara la

transformacion de Johnson, de modo que el programa Minitab nos arroja el siguiente resultado:

.,
Transformacién de Johnson para RIPLE
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Figura 13 Resultados de la transformacion a distribucion normal.
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Observamos que el valor requerido para transformar los datos a una distribucion normal tiene
el ajuste de 0.49, en la imagen inferior llamada “Grafica de prob. Para datos transformados™ se
refleja que su significancia tiene un valor p = 0.96 que es mayor a 0.05 generando datos normales
siendo este ultimo valor el nivel de referencia para determinar si un conjunto pertenece a una

distribucién normal.

Al volver a Rstudio verificamos que no hay duda de la normalidad de los nuevos datos. Nos da
los siguientes parametros:

Chosen continuous distribution is: Normal (norm)
Fitted parameters are:
mean sd

0.007158371 0.974804150
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Figura 14 Resultados de las distribuciones a los que se adapta el vector de datos transformados.

Dichos parametros permite obtener los intervalos de confianza del 50 % que permite realizar la
discretizacion de todo el vector de datos, por lo tanto 1- o = 0.5 entonces a/2 = 0.25 nos queda
Zos2 = 0.67.

X1=10.6658
X2=-0.6515



3.3.4 Distribucion de los datos litecoin

42

En la siguiente imagen observamos que los datos que representa la rentabilidad mensual de la

moneda virtual Ether nos muestras que no hay certeza de que los datos se ajusten a una normal.

Esto implica que los datos proceden a una transformacion que permita trabajar con datos normales.

Figura 15 Resultados de las distribuciones a las que se adapta las rentabilidades mensuales.
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En vista que los datos de la rentabilidad poseen negativos y cercanos a cero, se realizara la

transformacion de Johnson, de modo que el programa Minitab nos arroja el siguiente resultado:

Figura 16 Resultados de la transformacion a distribucion normal.
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Observamos que el valor requerido para transformar los datos a una distribucion normal tiene
el ajuste de 0.44, en la imagen inferior llamada “Grafica de prob. Para datos transformados” se
refleja que su significancia tiene un valor p = 0.96 que es mayor a 0.05 generando datos normales
siendo este ultimo valor el nivel de referencia para determinar si un conjunto pertenece a una

distribucién normal.

Al volver a Rstudio verificamos que no hay duda de la normalidad de los nuevos datos. Nos da
los siguientes parametros:

Chosen continuous distribution is: Normal (norm)
Fitted parameters are:

mean sd
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Figuhra 17 Resultados de las distribuciones a los que se adapta el vector de datos transformados.

Dichos parametros permite obtener los intervalos de confianza del 50 % que permite realizar la
discretizacion de todo el vector de datos, por lo tanto 1- o = 0.5 entonces a/2 = 0.25 nos queda
Zos2 = 0.67.

X1=0.6701

X2=-0.6551
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3.4 Descomposicion de la serie de tiempo

La descomposicion da vizualizacion del pronostico y las tendencia de los datos. El analisis
estacional refleja patrones anteriores de comportamiento para desarrollar modelos de tendencia
utiles en la proyeccion, se puede determinar si la actividad comercial presenta alguna variacion

estacional que pueda considerarse para formular planes futuros.

El procedimiento de descomposicién analiza los indices estacionales y la variacion dentro de

cada estacion de las series de tiempo.

e Indices estacionales: Los indices estacionales son los efectos estacionales en el tiempo t.
Utilice la grafica para determinar la direccion del efecto estacional.

e Datos con tendencia invertida por estacion: Los datos de tendencia invertida son aquellos
a los que se les ha eliminado el componente de tendencia. Utilice las graficas de caja para
determinar cuél periodo estacional tiene la mayor y la menor variacion.

e Variacion porcentual por estacion: La grafica muestra el porcentaje de variacion de cada
estacion. Utilice la grafica para cuantificar la variacion de cada periodo estacional.

e Residuos por estacion: Los residuos son las diferencias entre los valores observados y los
pronosticados. Utilice la grafica para determinar si existe un efecto estacional en los

residuos.

3.4.1 Serie de tiempo bitcoin

Cabe mencionar que la descomposicion es de tipo multiplicativo esto debido a que los datos no
poseen media y varianza constante. En la figura que veran a continuacion (MAPE) nos da el error
porcentual absoluto medio, (MAD) la desviacion absoluta de la media y (MSD) nos da la

desviacion cuadratica media.
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Grafica de descomposicion de series de tiempo de Bitcoin
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Figura 18 Representacion de la tendencia de las rentabilidades de bitcoin.
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En la figura 18 el modelo muestra tendencia decreciente la cual viene caracterizada por la

siguiente ecuacion de tendencia ajustada Yt = 0.00537 - 0.000130xt, del mismo modo predice

poca variabilidad para los datos al final de la serie, el valor del MAPE es un porcentaje

significativamente alto debido a que gran parte de datos se aproximan o tienden a cero, el MAD y

MSD no presentan significancia.
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Figura 19 Representacion estacional de la serie de tiempo de bitcoin.
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En la figura nos proporciona 4 graficas, de modo que en la figura de la parte superior izquierda
nos indica que en los meses 2, 4, 6 y 10 son los movimientos descendentes en promedio mas
significativos de igual modo los meses 3, 5, 11 y 12 tienen un valor descendente mas pequefio asi
como movimientos ascendente en el mes 7 al 9, en la figura de la parte inferior izquierda nos
informa que el mes 12 tiene la variacién mas baja y el mes 5 la mas alta, en la parte superior
derecha la gréafica de caja de los datos sin tendencia muestra al mes 5 tiene el valor absoluto del
efecto estacional més alto esto implica que tienden a tener la més alta variacion respecto de los
otros meses por ultimo en la grafica de la parte inferior derecha refleja que no hay efecto moderado

entre los residuos.

3.4.2 Serie de tiempo etherium

La descomposicion es de tipo multiplicativo esto debido a que los datos no poseen media y
varianza constante. En la figura que veran a continuacion (MAPE) nos da el error porcentual
absoluto medio, (MAD) la desviacion absoluta de la media y (MSD) nos da la desviacion

cuadratica media.

Grafica de descomposicion de series de tiempo de Etherium
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Figura 20 Representacion de la tendencia de las rentabilidades.
En esta figura el modelo muestra tendencia decreciente un poco moderada la cual viene
caracterizada por la siguiente ecuacion de tendencia ajustada Yt = 0.357 - 0.00955xt , la gréafica
refleja un prondstico valores bajos y altos para los datos al final de la serie, el valor del MAPE es

un porcentaje significativamente alto debido a que hay gran parte de datos que se aproximan o
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tienden a cero, el MSD de 0.872 nos dice que los valores atipicos tienen efecto, el MAD de 0.724

nos dice que el error tiene significancia media.

Analisis estacional para Etherium
Modelo multiplicativo
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Figura 21 Representacion estacional de la serie de tiempo.

En la figura 21 nos proporciona 4 graficas, de modo que en la figura de la parte superior
izquierda nos indica que en el mes 7 tiene el movimiento descendente en promedio mas
significativos de igual modo los meses 1, 3,4,5,9,10 y 12 tiene un valor descendente méas pequefio
asi como movimientos ascendente en el mes 6 y 2, en la figura de la parte inferior izquierda nos
informa que los meses 1y 2 tiene la variacion mas alta y los meses 3 al 12 la més baja, en la parte
superior derecha la grafica de caja de los datos sin tendencia muestra al mes 1 y 2 que tienen el
valor absoluto del efecto estacional mas alto esto implica que tienden a tener la variacion alta
moderada respecto a los otros meses por ultimo en la gréfica de la parte inferior derecha refleja

que hay efecto moderado de estacion en los residuos.
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3.4.3 Serie de tiempo ripple

La descomposicion es de tipo multiplicativo esto debido a que los datos no poseen media y
varianza constante. En la figura que veran a continuacion (MAPE) nos da el error porcentual
absoluto medio, (MAD) la desviacion absoluta de la media y (MSD) nos da la desviacion

cuadratica media.

Grafica de descomposicion de series de tiempo de RIPLE
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Figura 22 Representacion de la tendencia de las rentabilidades

En esta figura el modelo muestra tendencia casi horizontal la cual viene caracterizada por la
siguiente ecuacion de tendencia ajustada Yt = -0.057 - 0.00245xt la grafica refleja un pronostico
poca variabilidad para los datos al final de la serie, el valor del MAPE es un porcentaje
significativamente alto debido a que hay gran parte de datos que se aproximan o tienden a cero, el
MSD de 0.898 nos dice que los valores atipicos tienen efecto, el MAD 0.898 nos dice que el error

es significativo.
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Andlisis estacional para RIPLE
Modelo multiplicativo
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Figura 23 Representacion estacional de la serie de tiempo.

En la figura 23 nos proporciona 4 graficas, de modo que en la figura de la parte superior
izquierda nos indica que en el mes 12 tiene el movimiento descendente en promedio mas
significativos de igual modo los meses 3, 5, 7, 8 y 10 tiene un valores descendente méas pequefio
asi como movimientos ascendente en el mes 4, 6, 9y 11, en la figura de la parte inferior izquierda
nos informa que los meses 6 y 8 tiene la variacién mas alta y los meses 1, 2 y 5 la mas baja, en la
parte superior derecha la grafica de caja de los datos sin tendencia muestra que los 12 meses del
afio presentan valor absoluto del efecto estacional alto esto implica que tienden a tener variaciones
moderadas o casi iguales entre los meses por tltimo en la gréafica de la parte inferior derecha refleja
efectos estacionales moderados entre los residuos.
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3.4.4 Serie de tiempo litecoin

La descomposicion es de tipo multiplicativo esto debido a que los datos no poseen media y
varianza constante. En la figura que veran a continuacion (MAPE) nos da el error porcentual
absoluto medio, (MAD) la desviacion absoluta de la media y (MSD) nos da la desviacion

cuadratica media.

Grafica de descomposiciéon de series de tiempo de Litecoin
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Figura 24 Representacion de la tendencia de las rentabilidades.

En la figura 22 el modelo muestra tendencia decreciente minima la cual viene caracterizada por
la siguiente ecuacion de tendencia ajustada Yt = 0.856 - 0.0304xt la graficas refleja un prondstico
valores altos y bajos para los datos al final de la serie, el valor del MAPE es un porcentaje
significativamente alto debido a que hay gran parte de datos que se aproximan o tienden a cero, el
MSD de 3.862 nos dice que los valores atipicos tienen efecto, el MAD de 1.479 nos dice que el

error es significativo.
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Analisis estacional para Litecoin
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Figura 25 Representacion estacional de la serie de tiempo.

En la figura 23 nos proporciona 4 graficas, de modo que en la figura de la parte superior
izquierda nos indica que en los meses 4, 5y 7 tienen el movimiento descendente en promedio mas
significativos asi como movimientos ascendente en promedio en el mes 2, 6 y 9, en la figura de la
parte inferior izquierda nos informa que el mes 4 tiene la variacion porcentual mas alta y los otros
11 meses tienen la variacion porcentual mas baja, en la parte superior derecha la grafica de caja de
los datos sin tendencia muestra al mes 4 que tienen el valor absoluto del efecto estacional mas alto
esto implica que tienden a tener mas variacion respecto de los otros meses por Gltimo en la gréafica

de la parte inferior derecha refleja que hay efecto moderado de estacién en los residuos.
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3.5 Correlacion de los datos

A continuacidn se estudia la correlacion o dependencia entre las monedas para observar el
comportamiento del conjunto de datos. De modo que los datos estan estructurados en forma de
rentabilidad por lo cual la correlacion indica fuerza y la direccion de una relacion lineal y

proporcionalidad entre dos variables estadisticas.

BITCOIN

0.61 0.76

T T T T T T
0015 0005 0.005 0015

ETHERIOUM

0.68 0.64

RIPLE

0.73 re

LITECOIN

-0015 -0010 -0005 0000 0005 0010 0015 -2 -1 0 1 2

Figura 26 Representacion grafica de la correlacion entre las monedas virtuales.

En la figura 26 presentan dos formas de respuestas en la parte superior numéricay en la inferior
la representacion de dichos valores en forma de graficas, se observa en la diagonal superior los
valores correspondientes a dicha relacion por lo que se concluye que en casi todas las
combinaciones se determina una dependencia fuerte positiva entre monedas, siendo la relacion
bitcoin — Litecoin la mas fuerte con 0.76 y la relacion bitcoin — Etherioum con el valor méas
pequefio se determina una dependencia moderada. Otra informacién que nos suministra el grafico
es en la diagonal inferior son graficos en forma de elipses que en algunos son un poco mas anchos
y en otras un poco mas angostas de modo esto debido a la variacion numérica de dichas

correlaciones. Con esto podemos afirmar que tomando como un ejemplo la relacion bitcoin —
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Litecoin como ya habiamos mencionada que son positivas y fuerte a medida que la rentabilidad de
BTC aumenta la rentabilidad de LTC, pero con una variacion de 0.76. Del mismo modo para el

resto de las relaciones conforme a su variacion numeérica.

La informacion que nos da esta preparacion de datos nos brinda premisas para plantear
suposiciones antes de ir al capitulo de las simulaciones, es decir, suponer que la preparacion esta
realizada de forma coherente que permita a la hora de aplicar la técnica de reglas de asociacion se
puedan obtener reglas fuertes y del mismo modo al simular los datos con la técnica de analisis
discriminante obtener grupo correctamente clasificados de manera que se puedan predecir futuros

comportamientos a través de la toma de decision.
3.6 Discretizacion de los datos

Los datos inicialmente son de naturaleza continua y se ajustan a una distribucién normal para
efecto de lograr los objetivos planteados se requiere realizar una transformacién o etiquetado, por
lo cual se hara por medio de obtener intervalos de confianza de un 50% a vector de datos de las 4

monedas de estudio, las etiquetas a utilizar son las siguientes:

e SOBRE-COMPRA: Se utiliza para denominar a un activo financiero cuando se incrementa
rapidamente su precio. Los valores que constituye este intervalo son los escenarios en los
gue usuarios obtienen rentabilidad altas significativas.

e COMPRA-VENTA: Constituye el intervalo en el cual el mercado se encuentra en
equilibrio, los usuarios comprar y venden sin obtener rentabilidad bajas o altas
significativamente.

e SOBRE-VENTA: Se utiliza para denominar a un activo financiero cuando disminuye
rapidamente su precio. Los valores que constituye este intervalo son los escenarios en los

que usuarios obtienen rentabilidad bajas significativas.
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Figura 27 Representacion de la base de datos discretizada
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En la figura se refleja la base de datos discretizada que sera simulada en la presente

investigacion exploratoria. Para efecto de estudio en la parte de la simulacion en las reglas

de asociacion es bueno comprender que es un itemsets en nuestra base de datos un ejemplo
15/ SOBRE-VENTA, COMPRA-VENTA, COMPRA-VENTA, SOBRE-
COMPRA).

(oct-
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CAPITULO 4

SIMULACION
4.1 Reglas de asociacion

El algoritmo Apriori hace una busqueda exhaustiva por niveles de complejidad (de
menor a mayor tamario de itemsets). Para reducir el espacio de busqueda aplica la norma
de “si un itemset no es frecuente, ninguno de sus supersets (itemsets de mayor tamafio
que contengan al primero) puede ser frecuente”. Visto de otra forma, si un conjunto es
infrecuente, entonces, todos los conjuntos donde este Ultimo se encuentre, también son
infrecuentes.

Para encontrar las reglas de asociacion entre las rentabilidades de las monedas de
estudio se requiere de las librerias (Matrix) y (arules). La libreria arules funciona

internamente con el algoritmo apriori.

Source on Save A/ +Run | 4 Source +
##Reading the data file .
1ibrary(readx1)
BASE_DATOS_DISCRETIZADA <- read_excel("C:/Users/eris/Desktop/BASE-DATOS-DISCRETIZADA. X]15x")
View(BASE_DATOS_DISCRETIZADA)
##Finding association rules
library(matrix)
Tlibrary(arules)
mydata <- BASE_DATOS_DISCRETIZADA
9 rules <- apriori(mydata)
10 summary(rules)|

m

e = TR, T S WA R

=]

11

12 ##Rules with specified parameter valus -
13 4 = l . ‘ m = I ) ) o 3
10:15  (Top Level) = R Script &

Console  Terminal

Figura 28 Representacion de los comando a usar para la simulacion, invocando la funcion
arules.

En la siguiente imagen se refleja la lectura de los datos y el llamado de las librerias

Matrix y arules, a la palabra rules le asignamos la invocacion del algoritmo a priori sobre

la base de datos.
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La anterior imagen nos genera las siguientes respuestas:

e R
= Mydata <- BASE_DATOS_DISCRETIZADA &
= rules <- apriori(mydata)

Apriori

Parameter specification:
confidence minval smax arem aval originalsupport maxtime support minlen maxlen target ext
0.8 0.1 1 none FALSE TRUE 5 0.1 1 10 rules TRUE

Algorithmic control:
filter tree heap memopt load sort verhose
0.1 TRUE TRUE FALSE TRUE 2 TRUE

Absolute minimum support count: 6

m

set item appearances ...[0 item(s)] done [0.00s]

set transactions ...[72 item(s), 60 transaction(s)] done [0.00s]
sorting and recoding items ... [12 item(s)] done [0.00s].
creating transaction tree ... done [0.00s].

checking subsets of size 1 2 3 4 done [0.00s].

writing ... [22 rule(s)] done [0.00s]

creating s4 ohject ... done [0.00s].

Figura 29 Resultados de la simulacién aplicando reglas de asociacién
En la figura se refleja la simulacion de la base de datos con los valores de soporte y
confianza por defecto de la libreria, es decir, los parametros no fueron variados por el

usuario, con un soporte de 0.8 y una confianza de 0.1, la simulacion nos genera 22 reglas.
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Console  Terminal =
> inspect(rules) -
Ths rhs support  confidence coverage 1ift
[1] {BITCOIN=SOBRE-COMPRA,ETHERIOUM=SOBRE-COMPRA} =» {RIPLE=S0BRE-COMPRA} 0.1333333 1.0000000 0.1333333 3.750000
[2] {BITCOIN=SOBRE-COMPRA,RIPLE=SOBRE-COMPRA} =» {ETHERIOUM=SOBRE-COMPRA} 0.1333333 0.8000000 0.1666667 3.000000
[3] {BITCOIN=SOBRE-COMPRA,ETHERIOUM=SOBRE-COMPRA} =» {LITECOIN=S0BRE-COMPRA} 0.1166667 0.8750000 0.1333333 3.088235
[4] {BITCOIN=SOBRE-COMPRA,RIPLE=SOBRE-COMPRA} =» {LITECOIN=S0BRE-COMPRA} 0.1333333 0.8000000 0.1666667 2.823529
[5] {BITCOIN=S0BRE-COMPRA,LITECOIN=SOBRE-COMPRA} = {RIPLE=SOBRE-COMPRA} 0.1333333 0.8888889 0.1500000 3.333332
[6] {RIPLE=SOBRE-COMPRA,LITECOIN=GOBRE-COMPRA} =» {BITCOIN=SOBRE-COMPRA}  0.1333333 0.8000000 0.1666667 3.428571
[7]1 {BITCOIN=SOBRE-VENTA,LITECOIN=SOBRE-VENTA} =» {RIPLE=S0BRE-VENTA} 0.1333333 0.8888889 0.1500000 3.535536
[8] {BITCOIN=SOBRE-VENTA,RIPLE=SOBRE-VENTA} =» {LITECOIN=SOBRE-VENTA}  0.1333333 1.0000000 0.1333333 4.285714
[9] {ETHERIOUM=S0BRE-VENTA,LITECOIN=SOBRE-VENTA} => {RIPLE=S0BRE-VENTA} 0.1333333 0.8000000 0.1666667 3.200000
[10] {BITCOIN=S0BRE-VENTA,ETHERIOUM=SOBRE-VENTA} => {LITECOIN=S0BRE-VENTA}  0.1166667 0.8750000 0.1333333 3.750000
[11] {ETHERIOUM=50BRE-COMPRA,RIPLE=GOBRE-COMPRA} =» {LITECOIN=S0BRE-COMPRA} 0.1500000 0.8181818 0.1833333 2.887701
[12] {ETHERIOUM=S0BRE-COMPRA,LITECOIN=G0BRE-COMPRA} =» {RIPLE=S0BRE-COMPRA} 0.1500000 0.9000000 0,1666667 3.375000
[13] {RIPLE=SOBRE-COMPRA,LITECOIN=S0BRE-COMPRA} => {ETHERIOUM=SOBRE-COMPRA} 0.1500000 0.9000000 0.1666667 3.375000
[14] {BITCOIN=SOBRE-VENTA,LITECOIN=COMPRA-VENTA} => {RIPLE=COMPRA-VENTA} 0.1000000 1.0000000 0.1000000 2.068966
[15] {ETHERIOUM=SOBRE-VENTA,LITECOIN=COMPRA-VENTA} => {BITCOIN=COMPRA-VENTA}  0.1000000 0.8571429 0.1166667 1.773399
[16] {ETHERIOUM=COMPRA-VENTA, LITECOIN=COMPRA-VENTA} =» {RIPLE=COMPRA-VENTA} 0.2500000 0.8823529 0.2833333 1.825538
[17] {BITCOIN=S0BRE-COMPRA,ETHERIOUM=SOBRE-COMPRA,RIPLE=SOBRE-COMPRA}  => {LITECOIN=SOBRE-COMPRA} 0.1166667 0.8750000 0,1333333 3.088235
[18] {BITCOIN=SOBRE-COMPRA,ETHERIOUM=SOBRE-COMPRA,LITECOIN=S0BRE-COMPRA} => {RIPLE=SOBRE-COMPRA} 0.1166667 1.0000000 0.1166667 3.750000
[19] {BITCOIN=SOBRE-COMPRA,RIPLE=SOBRE-COMPRA,LITECOIN=50BRE-COMPRA} => {ETHERIOUM=SOBRE-COMPRA} 0.1166667 0.8750000 0.1333333 3.281250
[20] {BITCOIN=SOBRE-VENTA,ETHERIOUM=SOBRE-VENTA,LITECOIN=SOBRE-VENTA}  => {RIPLE=SOBRE-VENTA} 0.1000000 08571429 0.1166667 3.428571
[21] {BITCOIN=SOBRE-VENTA,ETHERIOUM=SOBRE-VENTA, RIPLE=SOBRE-VENTA} =» {LITECOIN=S0BRE-VENTA}  0.1000000 1.0000000 0.1000000 4.285714
[22] {BITCOIN=COMPRA-VENTA,ETHERIOUM=COMPRA-VENTA,LITECOIN=COMPRA-VENTA} => {RIPLE=COMPRA-VENTA} 0.1333333 0.8000000 0,1666667 1.635172

Figura 30 Representacion de las 22 reglas generadas en la simulacién

En la figura 30 representa la simulacion de la aplicacion del algoritmo apriori, generando 22
reglas de las cuales 16 reglas son de 3 items y 6 de 4 items, se observa que el lift en cada una de
las reglas es mayor a 1 esto implica que aumenta la probabilidad de cada una de estas relaciones

se pueden categorizar como una regla fuerte.

##Rules with specified parameter valus
rules <- apriori(mydata,parameter = Tist(minlen=2, maxlen=3,supp=.1, conf=.8))

inspect (sort(subset(rules, subset=1ift » 1), by = "1ift"))
inspect(rules)
summary (rules)

Figura 31 Representacion de las lineas de comando para la variacién de parametros como soporte

y confianza en la simulacion.

En la figura 31 refleja las lineas de comandos para el caso de estudio en el que se realiza una
variacion de los pardmetros como lo son el soporte que se representa como (supp) y la confianza
que se representa como (conf), en maxlen se asigna el nimero de items o tamafio de las reglas a

generar.



4.2 Analisis discriminante

58

En la presente etapa se realizara la simulacion del analisis discriminante en el software Minitab

17 de cada una de las monedas en la cual la rentabilidad es la variable que se desea discriminar,

esto permitird observar si los grupos de la base de datos se encuentran correctamente clasificados.
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Figura 32 Representacion base de datos correspondiente a bitcoin previo simular en minitab
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aplicando analisis discriminante.

4.2.1 Resultados bitcoin

Método lineal para respuesta: GRUPOS

Predictores: RENTABILIDAD BITCOIN

Grupo COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA

Conteo 29

14

17
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Resumen de clasificaciéon

Colocar en Grupo verdadero

un grupo COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
COMPRA-VENTA 22 0 0
SOBRE-COMPRA 1 14 1
SOBRE-VENTA 6 0 16

N Total 29 14 17

N correcta 22 14 16
Proporcion 0.759 1.000 0.941

N =60 N Correcta = 52 Proporcion Correcta = 0.867

Distancia cuadrada entre grupos

COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA

COMPRA-VENTA 0.0000 6.1190 3.1028
SOBRE-COMPRA 6.1190 0.0000 17.9363
SOBRE-VENTA 3.1028 17.9363 0.0000

Funcidn discriminativa lineal para grupos

COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
Constante -0.21 -4.87 -0.62
RENTABILIDAD BITCOIN 165.30 797.90 -285.17
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4.2.2 Resultado ETHERIOOM
Predictores: RENTABILIDAD ETHERIOUM

Grupo COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
Conteo 26 16 18

Resumen de clasificaciéon

Colocar en Grupo verdadero

un grupo COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
COMPRA-VENTA 23 0 0
SOBRE-COMPRA 1 16 0
SOBRE-VENTA 2 0 18

N Total 26 16 18

N correcta 23 16 18
Proporcion 0.885 1.000 1.000

N =60 N Correcta = 57 Proporcion Correcta = 0.950

Distancia cuadrada entre grupos

COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA

COMPRA-VENTA 0.0000 6.3365 5.3163
SOBRE-COMPRA 6.3365 0.0000 23.2608
SOBRE-VENTA 5.3163 23.2608 0.0000

Funcién discriminativa lineal para grupos

COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
Constante -0.0005 -3.2501 -2.5841
RENTABILIDAD ETHERIOUM 0.0713 5.6258 -5.0164
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4.2.3 Resultado RIPPLE

Predictores: RENTABILIDAD RIPLE

Grupo COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
Conteo 29 16 15

Resumen de clasificacion

Colocar en Grupo verdadero

un grupo COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
COMPRA-VENTA 26 0 0
SOBRE-COMPRA 2 16 0
SOBRE-VENTA 1 0 15

N Total 29 16 15

N correcta 26 16 15
Proporcion 0.897 1.000 1.000

N =60 N Correcta = 57 Proporcion Correcta = 0.950

Distancia cuadrada entre grupos

COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA

COMPRA-VENTA 0.0000 7.9112 8.2999
SOBRE-COMPRA 7.9112 0.0000 32.4177
SOBRE-VENTA 8.2999 32.4177 0.0000

Funcion discriminativa lineal para grupos

COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
Constante -0.0001 -3.9187 -4.1880
RENTABILIDAD RIPLE -0.0306 6.5071 -6.7270
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4.2.4 Resultados LITECOIN

Predictores: RENTABILIDAD LITECOIN

Grupo COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
Conteo 29 17 14

Resumen de clasificacion

Colocar en Grupo verdadero

un grupo COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
COMPRA-VENTA 28 0 1
SOBRE-COMPRA 1 17 0
SOBRE-VENTA 0 0 13

N Total 29 17 14

N correcta 28 17 13
Proporcion 0.966 1.000 0.929

N =60 N Correcta = 58 Proporcién Correcta = 0.967

Distancia cuadrada entre grupos

COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA

COMPRA-VENTA 0.0000 11.3726 10.5952
SOBRE-COMPRA 11.3726 0.0000 43.9218
SOBRE-VENTA 10.5952 43.9218 0.0000

Funcion discriminativa lineal para grupos

COMPRA-VENTA SOBRE-COMPRA SOBRE-VENTA
Constante -0.0155 -5.1072 -5.8871
RENTABILIDAD LITECOIN -0.4621 8.3761 -8.9929
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Capitulo 5
Resultados y recomendaciones

En esta seccion se dara explicacion a los resultados generados en el capitulo anterior asi como

también recomendaciones a futuros estudios de esta misma indole.
5.1 Reglas de asociacion
Las reglas fuertes del conjunto de las 22 reglas tenemos:
1) SOBRE-COMPRA:

[2] {BITCOIN=SOBRE-COMPRA, ETHERIOUM=SOBRE-COMPRA}=>{RIPLE=SOBRE-
COMPRA}

Soporte Confianza  Lift
0.1333333 1.0000000 3.750000

Esta regla nos dice que hay una confianza de 0.1 que implica un 100% de probabilidad empirica
de que la suposicion hecha por la regla se cumpla, del mismo modo hay un soporte de 0.13 esto
implica que el 13% de las transacciones mostraron que las monedas bitcoin, etherium vy ripple
presentan una sobre-compra, por Ultimo el valor del lift de 3.75 incrementa la probabilidad el
consecuente, cuando nos enteramos de que ocurrié el antecedente, implica una reglas fuerte y

coherente.
2) SOBRE-VENTA:

[8] {BITCOIN=SOBRE-VENTA, RIPLE=SOBRE-VENTA} =>{LITECOIN= SOBRE-VENTA
k

Soporte Confianza Lift
0.1333333 1.0000000 4.285714

Esta regla nos dice que hay una confianza de 0.1 que implica un 100% de probabilidad empirica
de que la suposicion hecha por la regla se cumpla, del mismo modo hay un soporte de 0.13 esto
implica que el 13% de las transacciones mostraron que las monedas bitcoin, ripple y litecoin
presentan una sobre-compra, por ultimo el valor del lift de 4.28 incrementa la probabilidad el
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consecuente, cuando nos enteramos de que ocurrié el antecedente, implica una reglas fuerte y

coherente.

En general la aplicacion de la técnica de regla de asociacion a la base de datos que se preparo,

recordemos que la fase crucial de la metodologia CRISP-DM esté en la preparacion de datos, sin

embargo los resultados de la simulacion nos permitié concluir que la técnica es recomendada para

este tipo de prediccién mientras se mantenga el mismo procedimiento en la preparacion de datos.

5.2 Andlisis discriminante

A continuacion se presenta una tabla resumen de los resultados de la simulacion:

SOBRE-VENTA

NUmero correcto de | Proporcion
Moneda | Grupo Actual clasificacion Correcta de | Funcion discriminante
Virtual clasificacion
COMPRA-VENTA Rc_y=165.30(Rgrc) -0.21
Bitcoin | SOBRE- COMPRA |52 0.87 Rs_c=797.90(Rgrc) — 4.87
SOBRE-VENTA Rg_y=-285.17(Rgrc) - 0.62
Etherium | COMPRA-VENTA Rc_yv=0.0713(Rgth)
SOBRE- COMPRA |57 0.95 Rg_c= 5.6258(Rgry) — 3.2501
SOBRE-VENTA Rg_y=-5.0164(Rgry) — 2.5841
Ripple COMPRA-VENTA Rc_y=-0.0306(Rxgrp)
SOBRE- COMPRA |57 0.95 Rg_c= 6.5071(Rygp) — 3.9187
SOBRE-VENTA Rg_y=-6.7270(Rxgp) — 4.1880
Litecoin | COMPRA-VENTA Rc_y=-0.4621(Rytc) — 0.0155
SOBRE- COMPRA |58 0.96 Rg_¢=8.3761(Rytc) — 5.1072

RS—V: -89929(RLTC) —5.8871

Tabla 10 Resumen de la simulacion en la aplicacion de andlisis discriminante.

En la presenta tabla se observa que el porcentaje correcto de clasificacidn de las rentabilidades

en cada uno de los grupos es bastante satisfactorio ya que todos estan por encima de 87% de este

modo podemos trabajar de esta forma la rentabilidad para tomar decisiones, esto nos indica que la

fase de preparacion de datos especificamente en el proceso de discretizacion se hizo con el uso de

encontrar intervalos de confianza con un 50% de confianza genera buenos porcentajes de

clasificacion para la toma de decisiones.




65

5.3 Recomendaciones

e Adaptar el mismo estudio pero con diferentes monedas y estudiar las similitudes y
diferencias entre los 2 estudios.

e Hay diferentes metodologias de discretizacion de datos menciones en diferentes estudios
anteriores, se recomienda adaptar un nuevo proceso de etiquetado de datos.

e Para futuros estudios realizar estudios de monedas virtuales con otros activos como el oro,

el petroleo entre otros que sea de referencia en la economia mundial.
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