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Resumen

La presente investigacién tiene como objetivo el disenio e implementacién de un
prototipo de procesador de imagenes de rostros para la estimacién de tres carac-
teristicas faciales: el género, la raza y la edad. El estudio se llevé a cabo a través
de la metodologia CRISP-DM. Se realizdé un procesamiento previo de los datos, los
cuales consistian en 23708 imagenes de rostros. Se desarrollaron modelos de Machine
Learning, extrayendo previamente caracteristicas a través de descriptores locales; y
Deep Learning mediante la técnica de Transfer Learning en una red neuronal con una
estructura Multitask. Para ambos se disend y ejecuté un esquema de entrenamiento
y calibracion de parametros de los algoritmos, a fin de obtener el mejor desempeno
posible. Los resultados obtenidos muestran que ambos enfoques de la Inteligencia
Artificial son técnicas apropiadas para el desarrollo del prototipo planteado en esta
investigacion. Para la implementacién fue anadida una funcionalidad de deteccion
facial, y se utilizo el modelo de Deep Learning, que demostré en términos generales
un mejor desempeno. Este prototipo puede ser utilizado como procesador de image-

nes para deteccion y analisis facial.

Palabras clave: Inteligencia artificial, Aprendizaje automatico, Redes neurona-

les.

v



Indice general

Resumen v
1. Introduccion 10
1.1. Antecedentes . . . . . . .. . ... L 11
1.2. Planteamiento del Problema . . . . . . . . .. ... ... ... .. 14
1.3. Justificacion . . . . . . ... 15
1.4. Objetivos . . . . . . . . . .. 16
1.5. Metodologia . . . . . . . . ... 16
1.6. Alcance . . . . . . . . ... 20

2. Marco Referencial 21
2.1. Inteligencia Artificial . . . ... .. ... ... .. ... ...... 21
2.2. Vision Artificial . . . . . . .. ... 22
2.2.1. Detecciéon Facial . . . . ... ... ... ... . ... .... 22

2.2.2. Histograma de Gradientes Orientados . . ... ... .. 23

2.2.3. Extraccién de Caracteristicas . . . . . . .. ... .. ... 26

2.3.

2.4.

2.2.4. Enfoques de extraccién de caracteristicas: global y local 27

2.2.5. Descriptores Locales . . . . . .. ... ... .. ... .... 28
Aprendizaje Automatico . . . . .. .. ..o 31
2.3.1. Seleccién de Caracteristicas . . . . ... ... ... .... 32
2.3.2. Maquinas de Vectores de Soporte . . . .. ... .. ... 34
Redes Neuronales Convolucionales . . . . . . .. ... ... ... 35
2.4.1. Capas de convolucién . . . . .. .. ... ... .. ..... 36
2.4.2. Capas de agrupacién o pooling . . . . . . . .. ... ... 38



Indice general VI

2.4.3. Capas densas o fully connected . . . . . . . . . ... ... 39

3. Comprension y Preparacion de los datos 41

3.1. Comprension de losdatos . . . .. ... ... .. ... .. ..... 42

3.1.1. Recopilaciéon y descripcion . . . . . .. ... 42

3.1.2. Exploraciéon . . . . . ... .. oo 42

3.1.3. Verificacién de calidad . . . . .. ... ... ... .. ... 44

3.2. Preparacion delos datos . . . . ... ... ... ... ....... 44

3.2.1. Seleccién y limpieza . . . . . . .. ... ... ... 44

3.2.2. Construccion de los datos . . . . . ... .. ... ..... 45

4. Modelado y Pruebas 51

4.1. Técnicas de modelado . . . . . . . .. ... .. ... ... ..... 51
4.1.1. Machine Learning: Maquina de Vectores de Soporte

(SVM) con kernel . . . . ... ... .. ... ... ... 51

4.1.2. Deep Learning: Red Neuronal Convolucional (CNN) . 53

4.2. Diseno de pruebas . . . . . . . ... ... ... .. 54

4.2.1. Métricas de evaluacion de desempeno . . . . . . . . . .. 55

4.2.2. Separacién de datos de entrenamiento y validacion 56

4.2.3. Esquemas de entrenamiento . . . . . . . . .. ... .. .. 57

4.3. Construccién de los modelos . . . . .. ... ... ... ..... 60

4.3.1. SVM . . .. 60

4.3.2. CNN . . . . 64

4.4. Interpretacién de los modelos . . . . . . .. .. ... ... .. .. 71

5. Evaluacién e Implementacién 73

5.1. Evaluacién . . . . . . .. .. 73

5.1.1. Evaluacion de los resultados . . . . . . ... ... .. ... 73

5.2. Implementacién . . . . . . . . ... oL 74

6. Conclusiones y Recomendaciones 79

Apéndice A: Instalacién y configuracién de Anaconda 81

Bibliografia 84



Indice de figuras

1.1.

2.1.
2.2.
2.3.
2.4.
2.5.
2.6.
2.7.
2.8.
2.9.
2.10.
2.11.

3.1.
3.2.
3.3.
3.4.
3.5.
3.6.
3.7.
3.8.
3.9.

4.1.

Ciclo de vida de la metodologia CRISP DM . . . ... ... ... .. 19
Intervalos de Orientacién - HOG . . . . . . .. .. ... .. ... ... 24
Esquema general del algoritmo HOG . . . . ... ... .. ... ... 25
Algoritmo LBP . . . . . . .. 29
Ejemplos de vecindades del LBP . . . . . .. .. ... 30
Métodos de envoltura . . . . . .. ..o 32
Métodos de filtro . . . . . . . . .. 33
Métodos Integrados . . . . . . . ... 33
Hiperplano de un SVM . . . . . . .. . ... ... 35
Operacién de convolucion de una CNN . . . . . . .. ... ... ... 37
Funcién sigmoide . . . . . . ..o 39
Arquitectura de una CNN . . . . . ... ..o 0oL 40
Imagenes del UTKFace dataset . . . . ... ... ... ... ..... 42
Distribucién del género . . . . . . ..o oo 43
Distribucién de laraza . . . . . . . . . . ... ... ... ... .. 43
Distribucién de laedad . . . . . .. ..o 43
Imagenes erréneas del UTKFace . . . ... .. .. ... .. ..... 44
Distribucién modificada de laraza . . . . . . . .. ..o 45
Distribucién de la edad en clases . . . . . . . ... ... 46
Descriptor HOG. Tamano de celda 8x8 y 16x16. . . . . . . . . . . .. 48
Descriptor LBP. Tamanos de R=1,2,4,6,8. . . . .. .. ... .. ... 49
Modelo clasificador - Machine Learning . . . . . . . . . . . . .. ... 52



Indice de figuras VIII

4.2.
4.3.
4.4.
4.5.
4.6.
4.7.
4.8.
4.9.

5.1
0.2
2.3.
0.4.

Modelo clasificador multi-task - Deep Learning . . . . . . . . . . . .. 54
Matriz de confusion . . . . . . . ... .. 56
Validacién cruzada . . . . . . . ... 57
Esquema de entrenamiento del SVM . . . . ... ... oL 58
Esquema de entrenamiento de la CNN . . . . . .. .. ... .. ... 59
Red neuronal convolucional multi-task . . . . . . . . ... ... ... 65
Curvas de aprendizaje del entrenamiento de la capa superior . . . . . 67
Curvas de aprendizaje - fine tuning . . . . . . . . ... ... ... 68
Esquema de la aplicacion web del sistema de procesamiento de imagenes 76

Sistema de procesamiento de imégenes . . . . . . ... ... L. 7
Ul de la aplicacion web . . . . . . . . . ... ... 78
Muestra del resultado - Ul de la aplicacion web . . . . . . . . . . .. 78



Indice de cuadros

3.1.
3.2.

4.1.
4.2.
4.3.
4.4.
4.5.
4.6.
4.7.
4.8.
4.9.

4.10.

4.11

4.12.
4.13.
4.14.
4.15.
4.16.
4.17.
4.18.
4.19.
4.20.

4.21

Esquema de clasificacion de las edades . . . . . . . .. ... .. ... 46
Vectores de caracteristicas y sus tamanos . . . . . . . ... ... ... 50
Entrenamiento con diferentes descriptores . . . . . . ... ... .. 60
Hiperparametros a optimizar . . . . . . . . . . . ... .. ... ... 61
Optimizacién de pardmetros para el género . . . . . . . . . . .. ... 61
Optimizacién de parametros para laraza . . . . . . ... .. .. ... 61
Optimizacion de parametros paralaedad . . . . . . . . . .. ... .. 61
Hiperparametros éptimos de cada etiqueta . . . . . . . . .. ... .. 62
Métricas del clasificador del género . . . . . . . .. ... 63
Matriz de confusion del clasificador del género . . . . . . . .. .. .. 63
Métricas del clasificador de laraza . . . . . . . ... ... ... ... 63
Matriz de confusion del clasificador de laraza . . . . . . . . .. . .. 63
. Métricas del clasificador de laedad . . . . . . ... ... .. ... .. 64
Matriz de confusion del clasificador de laedad . . . . . . .. ... .. 64
Hiperparametros a optimizar parala CNN . . .. .. ... ... ... 66
Hiperparametros 6ptimos parala CNN . . . . .. .. ... .. .. .. 66
Resultados del entrenamiento de la capa superior . . . . .. ... .. 66
Resultados del entrenamiento - fine tuning . . . . . . . . . ... ... 68
Métricas del clasificador del género- CNN . . . . .. ... ... ... 69
Matriz de confusion del clasificador del género - CNN . . . . . . . .. 69
Métricas del clasificador de la raza - CNN . . . . . .. ... .. ... 70
Matriz de confusion del clasificador de la raza - CNN . . . . . . . .. 70
. Métricas del clasificador de la edad - CNN . . . . .. ... ... ... 70



Indice de cuadros X
4.22. Matriz de confusién del clasificador de la edad - CNN . . . . . . . .. 71
5.1. Desempeno de los modelos propuestos . . . . . . . . . ... ... ... 73
5.2. Tabla comparativa de los modelos SVM y CNN . . . . ... ... .. 75



Capitulo 1
Introducciéon

La Inteligencia Artificial (IA) es una vertiente que ha venido adquiriendo fuerza
en los tultimos anos y que ha revolucionado la tecnologia. Esta busca poder crear
entidades con capacidades similares a los seres humanos y que nos sorprende conti-
nuamente cuando vemos las innovaciones dadas a conocer por grandes empresas a lo
largo del mundo. Este auge tecnologico y el avanzado proceso de globalizacién que se
desarrolla cada dia hace que la generacion e intercambio de informacién, por parte
de los seres humanos, sea inconmensurablemente grande. Se habla entonces de Big
Data, la cual esta siendo impulsada por la TA, debido a que esta ha desarrollado la
capacidad de procesar grandes cantidades de datos dando como resultado la creacién
de sistemas mas robustos, modernos y capaces de solucionar problemas cada vez més
complejos.

El Machine Learning (ML) o Aprendizaje Automético y el Deep Learning (DL)
o Aprendizaje Profundo son dos areas de la Inteligencia Artificial que han permi-
tido construir sistemas que aprenden a hacer alguna tarea o conjunto de tareas y
funciones. Ambas areas abordan los problemas e implementan soluciones de mane-
ra distinta, pero asi mismo ambas han dado resultados increibles que han hecho
aumentar el interés en los sistemas inteligentes.

El anélisis de imagenes es una de las categorias mas estudiadas por el ML y el
DL, particularmente imagenes de rostros. Esto ha ido evolucionando continuamente,
desde la deteccién de personas en una imagen o incluso video (un video puede ser visto

como una secuencia de cuadros-imdgenes) hasta el reconocimiento de esta (es decir,

10
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determinar su identidad), y en 1ltima instancia, conocer ademads otras caracteristicas
o atributos que puedan determinarse a partir del analisis de estas imdgenes. La
informacion que puede aportar el rostro de una persona es aplicada en ambitos como
aeropuertos, camaras de seguridad, redes sociales, ciencias forenses, por nombrar
algunos, y son utilizados para distintos fines. Sin embargo, atin existen limitaciones
en cuanto a qué tanta informacién puede obtenerse con estas tecnologias y cuan
relevante es para que cumpla con los fines esperados y con un rendimiento aceptable.
Esta investigacion se enfoca en el analisis de imagenes de rostros para determinar
tres atributos de una persona: la edad, el género y la raza; a través de la aplicacion

de diferentes técnicas de TA.

1.1. Antecedentes

El estudio de imagenes faciales se ha incrementado en los ultimos afios y se ha
expandido logrando la implementacién de distintas tecnologias innovadoras. Algo
comunmente realizado es invertir grandes esfuerzos en procesamiento de las image-
nes previo a la aplicacién de técnicas de IA para construir sistemas que detecten,
reconozcan o incluso estimen y clasifiquen rostros segin algin criterio. Sobre esto,
Dharavath, Talukdar, y Laskar (2014) en su investigacién titulada “Improving Face
Recognition Rate with Image Preprocessing” exponen un estudio de las técnicas de
preprocesamiento de imagenes mas usadas, tales como el recortado, redimensionado,
normalizacion y filtrado. Ademéds de aplicar estas técnicas, posteriormente utilizan
extraccion de caracteristicas para el reconocimiento de rostros. Demostrando cémo
la aplicacion de métodos de preprocesamiento como primer paso en el estudio del
reconocimiento facial puede aumentar notablemente el desempeno.

Otro de los elementos més considerados en el estudio de imagenes en el campo
de la TA, particularmente en el ML, es la representacién que se le da a dichas image-
nes como Caracteristicas. En este sentido, multiples investigaciones se han llevado
a cabo para estudiar distintas estrategias para representar imagenes. En el trabajo
titulado “Feature Eztraction and Representation for Face Recognition” Sarfraz, Hell-
wich, y Riaz (2010) se estudié una de las mds relevantes técnicas de extraccion de

caracteristicas usadas en reconocimiento de rostros en 2D, haciendo comparaciones
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entre las holisticas y las locales. Realizaron pruebas con tres descriptores: Figenfaces
o Caras propias, Gabor, y los Histogramas de Patrones Locales Binarios (LBPH,
por sus siglas en inglés), haciendo notar que la existencia de condiciones variantes
en las imagenes que no sean resueltas previamente, como pose, desalineaciones, ilu-
minacién, etc., puede afectar el rendimiento de la tarea de reconocimiento. Ademaés
exponen la necesidad de implementar métodos més sofisticados y solucionar estas

variaciones para obtener mejores resultados.

Por otro lado Dalal y Triggs (2005), en su obra “Histograms of Oriented Gradients
for Human Detection”, estudiaron la aplicacién de Histogramas de Gradientes Orien-
tados (HOG, por sus siglas en inglés) normalizados como caracteristicas de imégenes
para la deteccion de personas. Demostraron que este método da muy buenos re-
sultados, especialmente cuando se hace un estudio adecuado de los parametros del
descriptor y se aplica normalizacién de contraste para obtener mayor robustez ante

variaciones de iluminacién y sombras.

La estimacion de caracteristicas como la edad, género y raza han sido estudia-
das ultimamente como complemento y profundizacién de los avances obtenidos en la
deteccién y reconocimiento de rostros. En la investigacién “Age and Gender Estima-
tion of Unfiltered Faces”, de Eidinger, Enbar, y Hassner (2014), se llevé a cabo un
estudio para la estimacién de edad y género estableciendo un proceso que consiste
en varios pasos. En primer lugar, la deteccién del rostro, luego los rostros detectados
son alineados, para posteriormente representar estos pixeles a través de LBPH. Fi-
nalmente, construyen una Méaquina de Vectores de Soporte (SVM, por sus siglas en
inglés), con kernel lineal al que, adicionalmente, le aplican la técnica Dropout, usada

en redes neuronales para evitar problemas de sobreajuste.

En las anteriores investigaciones descritas, la corriente de IA empleada es el ML;
sin embargo, el DL esta siendo cada vez mas usado para el analisis de imagenes. Tal es
el caso de la investigacién de Levi y Hassner (2015), “Age and Gender Classification
using Convolutional Neural Networks”, donde se desarroll la implementacion de una
Red Neuronal Convolucional (CNN, por sus siglas en inglés) para estimar la edad y

género de imagenes de rostros. Propusieron una red de estructura sencilla y anadieron
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al conjunto de datos de entrenamiento versiones recortadas de las imégenes, logrando
buenos resultados en la prediccion de ambas caracteristicas, atin contando con poca

data para entrenar el modelo.

Las arquitecturas de las redes neuronales han sido variadas y se han planteado
estrategias alternativas que han dado excelentes resultados. Ito, Kawai, Okano, y
Aoki (2018), en su investigacién titulada “Age and Gender Prediction from Face
Images Using Convolutional Neural Network”, plantearon un esquema predictivo de
edad y género utilizando CNN y haciendo uso del enfoque multi-task o multi-tarea.
Esto consiste en construir una red neuronal cuya capa base (capa de convoluciones)
es compartida con un conjunto de capas para cada etiqueta (edad y género), lo que
permite realizar multiples tareas (o predicciones) de manera simultdnea. Ademés
demostraron que este enfoque mejora el desempeno de los modelos en cuanto a
exactitud de las predicciones y el tiempo de ejecucion, respecto a los esquemas single-

task o aquellos en donde se realiza una sola tarea.

Otra estrategia interesante es la desarrollada en el trabajo “A deep analysis on age
estimation”, propuesta por Huerta, Fernandez, Segura, Hernando, y Prati (2015), en
el cual plantean un modelo de estimacion de edad abordando dos vias: por una parte,
a través de la fusién de descriptores basados en textura y apariencia local y el uso de
estos junto a un clasificador; y por otro lado mediante redes neuronales. Realizaron
evaluaciones de ambos métodos variando las configuraciones de los hiperparametros

de los modelos.

Esta estrategia de fusion de caracteristicas y variaciones de hiperparametros,
ademas de otras técnicas, se observan también en el trabajo titulado “Gender Clas-
sification Based on Fusion of Different Spatial Scale Features Selected by Mutual
Information From Histogram of LBP, Intensity, and Shape”, Tapia y Perez (2013),
donde se aplica un proceso de seleccion de caracteristicas basado en Informacion Mu-
tua (MI, por sus siglas en inglés) para mejorar la clasificacién de género en imagenes
faciales. Ademas emplean la fusion de distintos descriptores de intensidad, forma
y textura, asi como LBP en diferentes escalas y radios. Haciendo diferentes varia-
ciones de prueba, demostraron que las estrategias planteadas mejoran las técnicas
comunmente usadas donde se emplean en su mayoria, uno u otro descriptor y utili-

zando una escala en especifico.
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Mas recientemente, también se han implementado plataformas en tiempo real.
Azarmehr, Laganiere, Lee, Xu, y Laroche (2015) en su investigacion “Real-time Em-
bedded Age and Gender classification in unconstrained video”, presentaron un fra-
mework completo para clasificacién de edad y género en videos en tiempo real. Se
hace uso de alineamiento de rostros, normalizacién de iluminacion y ademas se aplica
el descriptor de caracteristicas locales de textura LBP para multiples resoluciones.
Para mejorar el rendimiento emplean una técnica de reduccion de dimensionalidad
usando Anélisis Discriminante Mejorado (EDA, por sus siglas en inglés) y un SVM

no lineal.

1.2. Planteamiento del Problema

Los seres humanos tenemos una habilidad notablemente buena para reconocer
rostros. Generalmente, podemos recordar a alguien a quien no hemos visto durante
anos, inmediatamente después de observar su rostro, aun cuando el peinado o el
bronceado sean distintos de cémo lo recordamos.

No obstante, cuando se trata de emular estas capacidades de reconocimiento fa-
cial a través de la TA, surgen grandes dificultades. Cuando un sistema computacional
intenta analizar rostros debera hacerlo estudiando imagenes que usualmente estan ex-
puestas a variedad de condiciones ambientales, tales como: iluminacion, pose, ruido,
etc. Entrenar un modelo de TA que sea robusto frente a este y otros inconvenien-
tes no es tan sencillo y suele requerir de las técnicas apropiadas, suficientes datos
y experiencia. Con esto en mente, es razonable asumir que la dificultad para anali-
zar con mayor profundidad el rostro humano se incrementa, ya que aumentaria la
complejidad del sistema de IA.

La mayoria de los sistemas inteligentes implementados hoy dia consisten en la
deteccion de rostros y de su reconocimiento. Tal es el caso de las aplicaciones de
seguridad de alguna empresa, donde se compara si el rostro analizado es de un
trabajador de la misma (en otras palabras, si pertenece a la base de datos de la
plataforma). Sin embargo, es escasa la implementacién de tecnologias que permitan
el estudio de algo méas que la existencia o no de un rostro en una imagen y de

determinar quién es la persona que aparece en ella.
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La edad, el género o la raza de una persona no son faciles de determinar, puede
haber miultiples pardametros que influyan en la determinacién de estos rasgos que
pueden ser complejos y variados. Es por esto que se propone el desarrollo de un
sistema de analisis facial, que a través de las herramientas que la [A puede ofrecer,

permita el procesado de imagenes para la estimacién de estas caracteristicas.

1.3. Justificacion

La deteccion y reconocimiento facial esta cada vez siendo mas usado, gracias a que
la tecnologia permite realizar tareas de manera mas réapida y, en algunos casos, mas
eficiente que los seres humanos. En un entorno donde se emplee la imagen del rostro
de una persona para obtener alguna informacién y satisfacer algin fin, como ya se ha
implementado en muchas areas, ser capaz de adquirir informacion adicional relevante
no trae mas que beneficios en pro de mejorar el desempeno de estas tecnologias.
En los sistemas de cdmaras de vigilancia como los existentes en los aeropuertos,
centros comerciales, entre otras instalaciones; obtener estas caracteristicas puede
resultar muy 1util para el caso de situaciones fuera de lo comun que pongan en
riesgo la seguridad de las personas. Por otro lado, las investigaciones criminales y
forenses pueden valerse de cualquier cualidad de la victima para acercarlos a una
investigacion exitosa. También en redes sociales y sistemas de interaccién humano-
computadora se pueden implementar tecnologias mas eficaces y personalizables al
poder determinar con mayor precision el perfil del usuario. Otro ambito a destacar
es el andlisis migratorio, donde se podrian obtener estadisticas interesantes para

analizar el flujo de personas entre paises segiin sus caracteristicas demogréaficas.

Esta investigacion busca estudiar el uso de la IA para profundizar el analisis facial
y determinar atributos adicionales de los rostros tales como: la edad, el género y la
raza, a través de una imagen del rostro. Esto puede ser utilizado para identificar
con mayor rapidez y precisiéon a una persona, ademas de proporcionar una mejor
descripcion de esta, dar recomendaciones personalizadas o recabar informacién util,

entre otros.
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1.4. Objetivos

El objetivo general de este trabajo es desarrollar un prototipo de procesador de
iméagenes de rostros a través de Inteligencia Artificial para la estimacién de la edad,
el género y la raza.

Para esto se deben cumplir los siguientes objetivos especificos:

1. Recopilar la data a utilizar para el entrenamiento de los modelos.
2. Analizar la data para la identificacién del acondicionamiento necesario.
3. Realizar el preprocesamiento pertinente de los datos.

4. Determinar el conjunto de técnicas y herramientas en el campo de la Inteligen-

cia Artificial que serviran de base para el estudio.
5. Disenar los modelos utilizando las técnicas y herramientas escogidas.
6. Realizar los entrenamientos y pruebas de desempeno.

7. Implementar el sistema de procesamiento de iméagenes.

1.5. Metodologia

En el desarrollo de proyectos en areas como Ciencia de Datos e Inteligencia Artifi-
cial, es vital hacer uso de procedimientos que permitan realizar un estudio ordenado,
claro y preciso de los datos y las herramientas empleadas para su procesamiento, asi
como facilitar su interpretaciéon y resultados. Una de las metodologias mas usadas
es la llamada CRISP-DM (Cross Industry Standard Process for Data Mining), tal
como se expone en (Shearer, 2000) consta de varias fases, en cada una de las cuales

hay tareas o pasos que llevar a cabo. Estas fases son las siguientes:

Fase 1: Comprension del problema:

En esta fase se clarifican los problemas, metas y recursos. Se analiza el problema

en cuestion y las dificultades que supone. Se define el criterio para determinar el
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éxito del proceso en base a una perspectiva de negocio. Una vez definida la meta, se
analizan qué datos estan disponibles para el estudio, asi como sus restricciones. En
esta investigacién no se toman en cuenta objetivos de negocio como tal ya que tiene
un propoésito investigativo; en su lugar se analiza el problema desde una perspectiva

general.

Fase 2: Comprension de los datos

Esta fase implica darle una mirada detallada y minuciosa a los datos a utilizar.
Se hace una exploracién a través de tablas y gréficos que permitan un entendimiento
amplio y profundo de estos y asi evitar problemas en la fase siguiente. Las tareas

SOIL:

= Recoleccion: adquirir los datos seleccionados para el estudio.

= Descripcion: principalmente bajo un enfoque de calidad y cantidad, asi como

el formato de los datos.

= Exploracion de los datos: a través de tablas, graficos, y cualquier otra
herramienta de visualizacion. Este andlisis permite entender cémo abordar el
problema para lograr el objetivo planteado, asi como ayudar a determinar las

transformaciones de los datos que podrian ser necesarias mas adelante.

= Verificacion de calidad: en esta tarea debe determinarse si hay errores,
valores faltantes o inconsistencias en los datos que puedan entorpecer el proceso

de desarrollo.

Fase 3: Preparaciéon de los datos

Este es uno de los aspectos mas importante en la mineria de datos, asi como el

paso que suele consumir mas tiempo. Tiene como tareas:

» Seleccién de los datos: aqui se escogen los datos a utilizar. Generalmente
hay dos formas de hacerlo: ya sea por items (muestras) o por atributos/carac-

teristicas.
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= Limpieza de los datos: en esta tarea deben tratarse los problemas encontra-

dos en la tarea de verificacion de la fase anterior.

= Construccion de nuevos datos: en caso de ser necesario, se pueden aplicar
transformaciones a los datos, resultando en la construccion de datos nuevos,

como generar nuevas muestras, o extraccion de caracteristicas.

= Formatear datos: algunos modelos requieren que los datos se presenten en
cierta forma o estructura, por lo que puede ser necesario cambiar el formato

de presentacion de estos.

Fase 4: Modelado

En esta fase se seleccionan una o varias técnicas de modelado, se disenan y cons-
truyen los modelos requeridos y se realiza una calibracion de sus parametros a los
valores 6ptimos, lo cual implica realizar miltiples iteraciones. A continuacién se de-

tallan las tareas:

= Seleccionar las técnicas de modelado: en este paso se escogen los algo-
ritmos a utilizar, se debe tomar en cuenta la naturaleza del problema. Deben
plantearse las herramientas a emplear para la creaciéon de los modelos a cons-

truir.

» Generar un diseno de pruebas: aqui se determina la estrategia con la que
se evaluard el desempeno del modelo: las métricas a considerar, la cantidad y

forma en que se realizaran las pruebas.

= Construir la configuracién de los modelos: se prueban distintas configu-
raciones de los parametros de los modelos para determinar cudles son las que
producen mejores resultados. También se pueden realizar descripciones de los
modelos, que incluyan detalles sobre dificultades de ejecucion, comportamien-

tos encontrados durante los entrenamientos, etc.

» Interpretacién de los modelos: se analizan e interpretan los resultados, se

busca por posibles patrones encontrados.
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Fase 5: Evaluacion

En esta fase se estudian los resultados para determinar si cumplen con las metas

establecidas, se analizan conclusiones o inferencias resultantes del proceso.

Fase 6: Implementacién/Despliegue

La puesta en produccién del modelo dependiendo de las necesidades y objetivos.
Los resultados del desarrollo pueden implicar la implementacion o integracion para
algiin fin, o la presentacién de resultados y proceso de andlisis de datos en una

organizacion. En la figura 1.1 se muestra el ciclo de vida de la metodologia planteada.

Comprension Comprension de
del problema los datos
Preparacion de
Implementacion/
Despliegue

los dates

Meodelade

Figura 1.1: Ciclo de vida de la metodologfa CRISP DM. Modificado de *

"https://www.ibm.com/support/knowledgecenter/es/SS3RA7_sub/modeler_crispdm_
ddita/clementine/crisp_help/crisp_overview.html


 https://www.ibm.com/support/knowledgecenter/es/SS3RA7_sub/modeler_crispdm_ddita/clementine/crisp_help/crisp_overview.html
 https://www.ibm.com/support/knowledgecenter/es/SS3RA7_sub/modeler_crispdm_ddita/clementine/crisp_help/crisp_overview.html
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1.6. Alcance

En este trabajo se presenta el desarrollo de un sistema de procesamiento de
imagenes de rostros, estimando tres caracteristicas o atributos de estos: el género,
la raza y la edad. Esto a través de técnicas de Inteligencia Artificial, y mediante el
uso de datos que serviran como recurso base para los entrenamientos de los modelos
a disenar. Para esto se considera necesario llevar a cabo un conjunto de pasos, que
incluye todo el procesado de los datos, asi como la eleccion y utilizacién de diferentes
herramientas de IA para el desarrollo de diversos modelos. El prototipo a desarrollar
debe ser capaz de detectar uno o varios rostros en una imagen y para cada una de

estas estimar las tres caracteristicas descritas anteriormente.



Capitulo 2

Marco Referencial

2.1. Inteligencia Artificial

Una de las ciencias més recientes, cuyo nombre fue establecido en 1956, es un
area de estudio sumamente amplia. Poole y Mackworth (2010) la definen como el
campo que estudia la sintesis y andlisis de agentes (algo que actiia en un entorno,
que hace algo) computacionales que actiian inteligentemente. Para ellos, un agente

actia inteligente cuando:

= Lo que hace es apropiado para sus circunstancias y sus objetivos, teniendo en

cuenta las consecuencias a corto y largo plazo de sus acciones.
= Es flexible a entornos y objetivos cambiantes.
= Aprende de la experiencia.

= Toma las decisiones adecuadas dadas sus limitaciones perceptivas y compu-

tacionales.

Asimismo, Russell Stuart y Norvig (2009) agrupan los tipos de Inteligencia Ar-
tificial en cuatro categorias, segun el enfoque dado por distintos autores en anos

anteriores, siendo estas:

21
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1. Sistemas que piensan como humanos

“La automatizacion de actividades que vinculamos con procesos de pensamien-
to humano, actividades como la toma de decisiones, resoluciéon de problemas,

aprendizaje...” (Bellman, 1978)

2. Sistemas que actiian como humanos

Aqui entran aquellos sistemas que intentan emular la manera de actuar de
los seres humanos, especialmente en tareas que, por ahora, las personas hacen

mejor que las maquinas. (Rich y Knight, 1991)

3. Sistemas que piensan racionalmente

Aquellos sistemas que tratan de imitar el pensamiento racional del ser humano,
a través del estudio de los calculos que hacen posible, percibir, razonar y actuar.
Winston (1992)

4. Sistemas que actuan racionalmente

Estos buscan emular el comportamiento del ser humano, estan relacionados

con conductas inteligentes en artefactos. (Nilsson, 1998)

2.2. Vision Artificial

Permite el estudio de imégenes, también llamada visién por computadora (del
inglés computer vision). La visién artificial aparece en el intento de dotar a las
maquinas de un sistema de vision para automatizar el proceso de percepcion visual
mediante el tratamiento de imdgenes digitales. (Martinsanz y Garcia, 2008). Esta
disciplina se apoya en campos como la geometria, la estadistica, la fisica y otras

disciplinas.

2.2.1. Deteccién Facial

Es un area de la deteccién de objetos que consiste en determinar la presencia y
ubicacion de rostros en una imagen o secuencia de imagenes. Debe diferenciarse la

deteccion del reconocimiento de rostros, el primero es un paso previo del segundo.
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“Se podria decir que la deteccién facial es un proceso que responde a la pregunta
.Doénde esta la persona?, mientras que el reconocimiento facial puede responder a la

pregunta de ;Quién es esa persona?”’. (Sousa y Mora, 2016, p. 5)

Si bien la deteccién de rostros es una tarea trivial para la vision humana, es un
desafio para la vision artificial debido a las variaciones en la escala, ubicacién, orien-
tacién, pose, expresion facial, condicion de luz y diversas caracteristicas de apariencia
(por ejemplo, presencia de anteojos, vello facial, maquillaje, etc.) (Chauhan, 2014).

Muiltiples métodos han sido disenados para la deteccién de rostros, probablemente
el més utilizado es el propuesto por (Viola y Jones, 2001), sin embargo, otro algoritmo
muy utilizado es el basado en el Histograma de Gradientes Orientados (HOG, por
sus siglas en inglés), a pesar de que es computacionalmente mas lento en la deteccién
de rostros, proporciona mejores resultados para casos donde hay variaciones como

presencia de rostros con lentes, o con distintas poses.

2.2.2. Histograma de Gradientes Orientados

La apariencia y la forma de objetos a menudo se pueden caracterizar bastante
bien por la distribucién de gradientes de intensidad local o direcciones de borde.
Este algoritmo se implementa dividiendo la ventana de imagen en pequenas regiones
espaciales también llamadas “celdas”, acumulando cada celda a un histograma I-
dimensional local de direcciones de gradiente u orientaciones de borde sobre los
pixeles de la celda. A continuacion se detallan los pasos del algoritmo descritos por

(Dalal y Triggs, 2005) para construir el descriptor.

Calculo de gradientes

Para el calculo de los gradientes, lo méas comun es aplicar la méscara de derivada
discreta 1-Dimensional en una o ambas direcciones horizontal y vertical, los autores
determinaron que usar mascaras derivativas mas grandes disminuye el rendimiento.
Este método requiere filtrar los datos de color o intensidad de la imagen con los

siguientes nicleos de filtro:

[—1,0,1] y [-1,0,1]" (2.1)
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Intervalos de orientacion

En este paso cada pixel calcula un voto ponderado para un canal de histograma
basado en la orientacién en funcién de los valores encontrados en el calculo del
gradiente, y los votos se acumulan en contenedores de orientaciéon sobre regiones
espaciales locales llamados celdas. Las celdas pueden ser rectangulares o radiales.
Los contenedores de orientacion estan espaciados uniformemente sobre 0° — 180°
(gradiente “sin signo”) o 0° — 360° (gradiente “con signo”). Empiricamente, se ha
demostrado que los mejores resultados se obtienen al utilizar gradientes sin signo.
Para el voto, los autores determinaron que la mejor funcién es la de la magnitud en
si del gradiente en el pixel, en vez de su cuadrado, su raiz cuadrada o una forma

recortada de la magnitud, que también fueron consideradas en la practica.
En la figura 2.1 se observa un ejemplo de una imagen y su divisiéon en celdas de

8 x 8, asi como la magnitud (intensidad) y la direccién (sin signo) de los gradientes

de cada pixel de una las celdas.

2 3 4 4 3 4
5§ 11 17 13 7 @

a2 @ om
@ 2 om

M 2 23 27 2 17

23 99 165 135 85 32 26 2
@1 155 133 136 144 152 57 28
98 196 76 38 26 60 170 51
185 60 60 27 77 B85 43 136
71 13 34 23 108 27 48 110

Gradient Magnitude

B0 38 5 10 0 &4 90 T3
37 9 9 179 78 27 169 166
87 136 173 39 102 163 152 176
T 13 1 168 159 22 125 143
120 70 14 150 145 144 145 143
58 86 119 98 100 101 133 113
30 65 157 75 78 165 145 124

11 170 91 4 110 17 133 110
Gradient Direction

Figura 2.1: Intervalos de Orientacién, Recuperado de *

"https://www.learnopencv.com/histogram-of-oriented-gradients/


https://www.learnopencv.com/histogram-of-oriented-gradients/
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Normalizacién y Bloques de descriptores

Para una mejor invariancia a la iluminacién, sombras, etc., también es 1til nor-
malizar el contraste de los histogramas locales antes de usarlos. Esto se puede hacer
acumulando una medida de “energia”del histograma local en regiones espaciales algo
mas grandes (“bloques”) y utilizando los resultados para normalizar todas las celdas
del bloque. El descriptor HOG es entonces el vector concatenado de los componen-
tes de los histogramas de celdas normalizados de todas las regiones de bloques. El

proceso general se observa en la figura 2.2.

blod
cells

cell histograms

2 4 Q@

normalization

detection window

normalized histograms

Figura 2.2: Esquema general del algoritmo HOG Recuperado de ?

’https://software.intel.com/content/www/us/en/develop/documentation/
ipp-dev-reference/top/volume-2-image-processing/computer-vision/
feature-detection-functions/histogram-of-oriented-gradients-hog-descriptor.html


https://software.intel.com/content/www/us/en/develop/documentation/ipp-dev-reference/top/volume-2-image-processing/computer-vision/feature-detection-functions/histogram-of-oriented-gradients-hog-descriptor.html
https://software.intel.com/content/www/us/en/develop/documentation/ipp-dev-reference/top/volume-2-image-processing/computer-vision/feature-detection-functions/histogram-of-oriented-gradients-hog-descriptor.html
https://software.intel.com/content/www/us/en/develop/documentation/ipp-dev-reference/top/volume-2-image-processing/computer-vision/feature-detection-functions/histogram-of-oriented-gradients-hog-descriptor.html
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Esquemas de normalizacién de bloques.

Cuatro métodos de normalizacion fueron propuestos por los autores. Sea v el
vector no normalizado que contiene todos los histogramas en un bloque dado, ||v||,,

la k-norma para k = 1,2, y € una constante pequena. Los esquemas son:

norma L2 : v = ————— (2.2)

loll; + €2

L2-hys: Norma L2 limitando los valores de v a 0,2 y renormalizando.

norma L1:v = — "> (2.3)
[vlly +e

v
sqrt L1:v =, [ ——— (2.4)
V llvll, +e

2.2.3. Extraccion de Caracteristicas

En los sistemas de analisis de imdgenes, la extraccién de caracteristicas? es el
primer paso crucial que permite el procesamiento simbélico del contenido de la ima-
gen. El objetivo es encontrar una representacion especifica de los datos que pueda
resaltar informacion relevante. Esta representacion se puede encontrar maximizando

un criterio o puede ser una representacion predefinida. (Sarfraz et al., 2010).

Esto implica reducir la cantidad de recursos necesarios para describir un gran
conjunto de datos (por ejemplo, pixeles de imagenes), es decir, reducir la dimensiona-
lidad de estos para tener conjuntos de datos méas manejables para su procesamiento,
ademas de evitar problemas de redundancia de informacién, lo que origina la crea-

ciéon de descriptores visuales, un descriptor es un conjunto valores que detallan

2En Machine Learning y Reconocimiento de patrones una caracterfstica (feature en inglés) es
una propiedad individual medible o caracteristica de un fenémeno que se observa. (Bishop, 2006)
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las caracteristicas visuales de los contenidos dispuestos en imégenes, tales como la
forma, el color, la textura o el movimiento, entre otros. Sobre la representacién de

imégenes a través de estos descriptores (Arista-Jalife et al., 2017) destacan que:

En el caso de clasificacion de imagenes, dos imagenes idénticas deben poseer
los mismos descriptores, dos iméagenes similares deben poseer dos descriptores
con poca distancia numérica entre ellos, y, por ende, dos imagenes enteramente

diferentes deben poseer una amplia distancia numérica (p. 210).

2.2.4. Enfoques de extraccion de caracteristicas: global y lo-

cal

Existen dos enfoques para el estudio de caracteristicas de imagenes, segiin cémo

aborden el problema, estos son:

Caracteristicas globales

La extraccion de caracteristicas globales (también llamadas holisticas) se basa en
procesar la cara completa y luego representarla en forma genérica. Estos métodos
extraen rasgos de un rostro sin considerar las areas del rostro de donde provienen. El
objetivo de estos enfoques es reducir la dimensionalidad de los datos de caracteristicas
extraidos de la imagen del rostro, lo que permite utilizar datos més distintivos para

representar un rostro. (Pasandi, 2014).

Caracteristicas locales

Las caracteristicas locales estan relacionadas con bordes, esquinas y otras estruc-
turas dentro de una imagen. Dado que estos enfoques extraen informacién conside-
rando las partes importantes dentro de la imagen, se asignan mejor a los problemas
de reconocimiento facial en comparacién con las técnicas de representacion global
(Pasandi, 2014).

Se basa en describir una parte o region de la imagen a través de alguna transfor-

macién que depende del descriptor a utilizar. El resultado final permite representar
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el contenido de la imagen subyacente de una manera que deberia producir una so-
lucién tdnica siempre que se encuentre el mismo contenido, asi como también debe
tener cierto grado de invariancia con respecto a las variaciones que se encuentran
comunmente, como la translacion, la escala y rotaciones (Sarfraz et al., 2010). Este

enfoque también es llamado simplemente Enfoque basado en caracteristicas.

2.2.5. Descriptores Locales

A continuacién se detallan los descriptores locales utilizados en esta investigacién.

Patrones Binarios Locales

Conocido como LBP (por sus siglas en ingles) es un operador de textura simple
pero muy eficiente que etiqueta los pixeles de una imagen mediante el umbral de la
vecindad de cada pixel y considera el resultado como un niimero binario. Debido a
su poder discriminativo y simplicidad computacional, el operador de textura LBP se

ha convertido en un enfoque popular en varias aplicaciones.

La version original del descriptor fue propuesta por (Ojala et al., 1996), consiste
en extraer un patrén de un bloque 3 x 3 de una imagen. En este método, el pixel
central se utiliza como umbral cuando se compara con sus vecinos. Si el valor de
este pixel central es mayor que el valor del vecino, establecemos el valor del vecino
como “17, de lo contrario, se establece en “0”. Como tenemos 8 vecinos en un bloque
3 x 3, LBP produce un ntmero binario de 8 digitos. Este nimero se convertira
en un numero decimal. Luego se divide la imagen en varias regiones y se extrae el
histograma de valores de LBP dentro de cada parche. Estos histogramas caracterizan
el patrén visual dentro de cada regién. Cada uno de estos se normaliza, de tal manera
que la suma individual de cada uno de ellos es 1. Como 1ltimo paso, se concatenan
los histogramas de todas las regiones para construir el vector de caracteristicas para
la imagen completa de la cara. (Pasandi, 2014).

En la figura 2.3 se muestra el procedimiento.
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Threshc_)lding Co:jing

270 2% 9

Figura 2.3: Procedimiento para construir el descriptor LBP, por (Pasandi, 2014).

Mas tarde se generalizo el método para vecindades de distintos tamanos. Formal-

mente, se tiene que para cada pixel en (z.,y.) el operador LBP viene dado por:

LBPpg(zc,ye) = s(ty —ic)2P (2.5)

donde i, e i, son, respectivamente, valores de nivel de gris (intensidad) del pixel
central y de los P pixeles circundantes en la vecindad del circulo con radio R.

la funcién s(z) esta definida como:

s(x) = {1 stz 2 0 (2.6)

0 siz< O

Segun la definicion anterior, el operador basico de LBP es invariante a las trans-
formaciones monotonas de escala de grises que preservan el orden de intensidad de
pixeles en los vecindarios locales. El histograma de etiquetas de LBP calculado sobre

una regién se puede explotar como descriptor de textura.(Huang et al., 2011).

En la figura 2.4 se observan distintos ejemplos del descriptor LBP, el circulo de la

izquierda denota un operador con una vecindad de P = 8 puntos y un radio R =1,
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mientras que en el circulo central y el de la derecha se observa una vecindad de 12

puntos y radio 2, y una vencindad de 16 puntos y radio 4, respectivamente.

Figura 2.4: Ejemplos de vecindades del LBP, recuperado de *

Patrones Uniformes FEsta es una extension del operador original propuesta
méas adelante por (Ojala et al., 2002) que se puede utilizar para reducir la longitud
del vector de caracteristicas e implementar un descriptor simple invariante de rota-
cién. Un LBP se denomina uniforme si contiene como méaximo dos transiciones bit a
bit de 0 a 1 o viceversa cuando el patréon de bit se recorre circularmente. Por ejem-
plo, los patrones 00000000 (0 transiciones), 01110000 (2 transiciones) y 11001111 (2
transiciones) son uniformes, mientras que los patrones 11001001 (4 transiciones) y
01010010 (6 transiciones) no lo son. Al computar el histograma, se utilizan patrones
uniformes de modo que haya una etiqueta separada para cada patrén uniforme y
todos los patrones no uniformes se etiqueten con una sola etiqueta. (Pietikdinen,
2010). Usando esta técnica se puede reducir la longitud de un vector desde 256 a 59
espacios. A estos se les llama Patrones Binarios Locales Uniformes (uL.LBP, por sus

siglas en inglés), y se define de la siguiente manera

Sy s(ip —ic)2?  if U(LBPyg) < 2

BPg?{(xcayc) =
NN—-1)+3 otro caso

(2.7)

donde el operador U es una medida de uniformidad definida por (Ojala et al.,

2002) que calcula el nimero de transiciones bit a bit de 0 a 1, o de 1 a 0.

3https://en.wikipedia.org/wiki/File:Lbp_neighbors.svg


https://en.wikipedia.org/wiki/File:Lbp_neighbors.svg
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Histograma de Gradientes Orientados

Este descriptor ya fue explicado en la seccion 2.2.2. No solo se usa para la detec-
cién de objetos, sino también como descriptor de caracteristicas para la clasificacién

de imagenes, y también es empleado para tal fin en este trabajo.

2.3. Aprendizaje Automatico

El aprendizaje automatico (ML, por sus siglas en inglés) es un area de la inteli-
gencia artificial que permite implementar sistemas que “aprenden” automaticamente.
Tal como lo plantea (Mueller y Massaron, 2016), el aprendizaje automatico utiliza
una variedad de algoritmos que aprenden iterativamente de los datos para mejorar,
describir datos y predecir resultados. A medida que los algoritmos ingieren datos
de entrenamiento, es posible producir modelos mas precisos basados en esos datos.
Un modelo de aprendizaje automatico es el resultado generado cuando entrena su
algoritmo con datos. Después del entrenamiento, cuando proporcione un modelo con
una entrada, se le dara una salida.

Hay tres tipos principales de Aprendizaje Automatico:

1. Aprendizaje Supervisado: El aprendizaje supervisado esta destinado a en-
contrar patrones en los datos que se puedan aplicar a un proceso de analisis.
Estos datos tienen caracteristicas etiquetadas que definen el significado de los
datos. Cuando las etiquetas son continuas, se trata de un modelo de regresion,
por otro lado si las etiquetas son discretas, se habla entonces de un modelo de

clasificacién.

2. Aprendizaje no Supervisado: En este caso no se dispone de etiquetas, se
hace uso de algoritmos que encuentren patrones en los datos y que permitan

agrupar/asociar estos datos para entender el significado detras de estos.

3. Aprendizaje por refuerzo: Esta técnica es descrita por (Mueller y Massaron,
2016) como un modelo de aprendizaje conductual. El algoritmo recibe infor-
macién del andlisis de los datos para guiar al usuario hacia el mejor resultado.

El sistema aprende mediante prueba y error. Por lo tanto, una secuencia de
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decisiones acertadas dara como resultado que el proceso se “refuerce”porque

resuelve mejor el problema en cuestion.

2.3.1. Seleccion de Caracteristicas

Al implementar un modelo de ML, es comin que las variables o caracteristicas
tengan una alta dimensionalidad, y es posible que muchas de estas no aporten mucho
a la tarea de predecir la variable de salida (etiqueta) o que sean redundantes. La
seleccion de caracteristicas permite seleccionar un subconjunto de las variables a
fin de obtener aquellas mas relevantes o tutiles y mejorar el modelo de Aprendizaje
Automético. Esto trae multiples beneficios potenciales, tal como lo exponen (Guyon y
Elisseeff, 2003), facilita la visualizacién y comprensién de datos, reduce los requisitos
de medicion y almacenamiento, reducir los tiempos de entrenamiento, y se encarga
de la alta dimensionalidad de los datos para mejorar el rendimiento de la prediccion.

Ademas, ellos agrupan los métodos de seleccién de caracteristicas en tres categorias.

1. Métodos de envoltura: Son considerados los mejores en términos de pre-
cision, pero al costo de requerir mayor cantidad de recursos computacionales.
Consisten en tomar distintos subconjuntos de los datos y entrenarlos con algtin
modelo de Aprendizaje Automatico, para posteriormente comparar el rendi-

miento logrado con cada subconjunto. En la siguiente figura se observa este

esquema.
Seleccién del mejor
subconjunto
Algoritmo
— Genera!run Machine »  Rendimiento
subconjunto Learning

Figura 2.5: Métodos de envoltura
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2. Métodos de filtro: Esté método es independiente del algoritmo de Aprendi-

zaje automatico a utilizar, aqui se utilizan medidas estadisticas para establecer

puntajes sobre los subconjuntos de las variables y segin estos puntajes cla-

sificar las variables y determinar la correlacion de estas con la etiqueta. La

siguiente figura muestra lo planteado.

Conjunto de
todas las
caracteristicas

q

Seleccion del
mejor
subconjunto

Algoritmo

—ly Machine —p [ Rendimiento

Learning

Figura 2.6: Métodos de filtro

3. Métodos integrados: Los métodos integrados incorporan la seleccién de va-

riables como parte del proceso de entrenamiento. Pueden ser mas eficientes en

varios aspectos: hacen un mejor uso de los datos disponibles al no necesitar

dividir los datos de formacion en un conjunto de formacion y validacién; llegan

a una solucién més rapido al evitar volver a entrenar un predictor desde cero

para cada subconjunto de variables investigado. (Guyon y Elisseeff, 2003). La

figura 2.7 muestra en general el proceso descrito.

Seleccion del mejor subconjunto

Generar un
subconjunto

¥

Algoritmo Machine Learning

+

t Rendimiento

Figura 2.7: Métodos integrados
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2.3.2. Maquinas de Vectores de Soporte

Es uno de los algoritmos de ML mas usados, las Maquinas de Vectores de Soporte
o Support Vector Machines (SVM) son la creacién del matemdatico Vladimir Vapnik
y de algunos de los sus colegas que trabajaban en los laboratorios de AT&T en la

década de 1990 (como Boser, Guyon y Cortes).

Tal como lo describe (Mueller y Massaron, 2016), la estrategia de un SVM es
bastante simple: dado un conjunto de datos (pueden verse como puntos sobre un
plano), se traza una linea que construya un hiperplano tal que separe los puntos
pertenecientes a clases distintas. La linea de separacion deseada es la que tiene el
margen mas grande (el espacio vacio entre los limites de las clases). Este algoritmo
coloca la linea de separacion en el medio del margen, conocido como margen maximo
o hiperplano de margen éptimo, y los ejemplos cerca de la linea (que forman parte
de los limites) son vectores de apoyo. De esta forma, los puntos del vector que son
etiquetados con una categoria estaran a un lado del hiperplano y los casos que se

encuentren en la otra categoria estaran al otro lado.

El principal hiperparametro de este algoritmo es el valor de regularizacién C,
este controla la compensacién entre la penalizacién de la variable de holgura (cla-
sificaciones erréneas) y el ancho del margen. Mientras mayor sea C, méyor serd la
regularizaciéon (mayor penalizacién o restriccion ante errores de clasificacién). Un

ejemplo de un hiperplano de un SVM se observa en la figura 2.8.
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A

X,

[
-

X

1

Figura 2.8: Hiperplano de un SVM. Recuperado de °. H1 no separa las clases. H2 las
separa, pero solo con un margen pequeno. H3 las separa con el margen méximo (el

obtenido por el SVM)

2.4. Redes Neuronales Convolucionales

Las redes neuronales convolucionales (CNN por sus siglas en inglés) son un tipo
de red neuronal ampliamente utilizado en el campo de la IA debido a sus increibles
resultados en los ultimos anos. Son andlogas a las redes neuronales tradicionales en
el sentido de que estan compuestas por neuronas que se optimizan a si mismas me-
diante el aprendizaje. Cada neurona seguira recibiendo una entrada y realizard una
operacién (como un producto escalar seguido de una funcién no lineal).

La tnica diferencia notable entre las CNN y las redes neuronales tradicionales, es
que las primeras se utilizan principalmente en el campo del reconocimiento de pa-
trones dentro de las imagenes. Estas permiten codificar caracteristicas especificas
de las imégenes en la arquitectura, lo que hace que la red sea mas adecuada para

tareas centradas en imagenes, mientras que también reduce atin mas los parametros

Shttps://commons.wikimedia.org/wiki/File:Svm_separating_hyperplanes_(SVG).svg
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necesarios para configurar el modelo. Las CNN estan compuestas de tres tipos de

capas: convolucién, agrupacion o pooling, y capas densas o fully-connected.

2.4.1. Capas de convolucion

La convolucién es una operacién matemaética, en la que una funcién se aplica de
alguna manera a otra funcién. El resultado se puede entender como una «mezcla» de
las dos funciones. Estas capas requieren algunos componentes, que son datos de en-
trada, un filtro y un mapa de caracteristicas. Si se tiene como entrada una imagen en
color, que se compone de una matriz de pixeles en 3D. Esto significa que la entrada
tendrd tres dimensiones (altura, ancho y profundidad) que corresponden a RGB en
una imagen. Por otro lado, se tiene el “detector de caracteristicas” llamado kernel o
filtro, que se movera a través de los campos receptivos de la imagen, verificando si

la caracteristica esta presente. Este proceso se conoce como convolucién.

El kernel es una matriz bidimensional (2-D) de pesos, que representa una parte
de la imagen. Lo més comun es que estos sean una matriz 3x3. Este filtro se aplica
a un area de la imagen y se calcula un producto escalar entre los pixeles de entrada
y el filtro. Este producto escalar se alimenta luego a una matriz de salida. Poste-
riormente, el filtro se desplaza con cierto paso a lo largo de la imagen, repitiendo el
proceso hasta que el filtro ha barrido toda la imagen. La salida final de la serie de
productos escalares de la entrada y el filtro se conoce como mapa de caracteristicas,
mapa de activacién o caracteristica convolucionada. En la figura 2.9 se ilustra este

procedimiento.
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Output [0][0] = (9%0) + (4*2) + (1*4) +
(1*1) + (1*0) + (1*1) + (2*0) + (1*1)

) =0+8+1+4+1+0+1+0+1
t, =16

Input image Filter Output array

Figura 2.9: Operacién de convolucién de una CNN ©

El valor de los pesos permanece constante durante todo el barrido de la imagen,
sin embargo, este, al igual que otros parametros, se ajustan durante el entrenamiento
a través del proceso de retropropagacién y descenso de gradiente. Ahora bien, hay
tres hiperparametros que afectan el tamano del volumen de la salida que deben

configurarse antes de que comience el entrenamiento de la red neuronal, estos son:

1. El nimero de filtros o kernels: Afecta la profundidad de la salida. Por ejem-
plo, tres filtros distintos producirian tres mapas de caracteristicas diferentes,

creando una profundidad de tres.

2. El paso o stride: Es la distancia, o numero de pixeles, que el kernel se mueve
sobre la matriz de entrada. Si bien los valores de paso de dos o mas son raros,

una paso mas grande produce una salida menor.

3. Zero padding: Se usa generalmente cuando los filtros no se ajustan a la imagen
de entrada. Esto establece todos los elementos que quedan fuera de la matriz
de entrada en cero, produciendo una salida mayor o de igual tamano. Hay tres

tipos de padding:

= Valid padding: esto también se conoce como sin relleno. En este caso, la

ultima convolucién se descarta si las dimensiones no se alinean.

Shttps://www.ibm.com/cloud/learn/convolutional-neural-networks
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= Same padding: este relleno asegura que la capa de salida tenga el mismo

tamano que la capa de entrada

= Full padding: aqui se aumenta el tamano de la salida agregando ceros al

borde de la entrada.

Después de cada operacion de convolucién, una CNN aplica una transformacion
de unidad lineal rectificada (ReLU) al mapa de caracteristicas, lo que introduce la

no linealidad en el modelo. Esta viene dada como sigue:

f(z) = max(0,x) (2.8)

Donde z es la entrada de la neurona.

2.4.2. Capas de agrupacién o pooling

También conocida como submuestreo, lleva a cabo una reducciéon de dimensio-
nalidad, lo que reduce el nimero de pardmetros en la entrada. Similar a la capa
convolucional, la operacion de agrupacién barre un filtro a través de toda la entra-
da, pero la diferencia es que este filtro no tiene ningiin peso. En cambio, el kernel
aplica una funcion de agregacion a los valores seleccionados en cada paso, llenando

la matriz de salida. Hay dos tipos principales de agrupacion:

1. Maz pooling: Se selecciona el pixel con el valor maximo y es enviado a la matriz

de salida para cada barrido que hace el filtro sobre la imagen.

2. Awverage pooling: En este caso se calcula el valor promedio de los pixeles para

cada barrido sobre la imagen.

Estas capas ayudan a reducir la complejidad, mejorar la eficiencia y limitar el
riesgo de sobreajuste (overfitting). En la préctica, se utilizan numerosas capas de
convolucién y agrupamiento, cada vez se van extrayendo caracteristicas o patrones

mas y mas complejos.
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2.4.3. Capas densas o fully connected

Tal como su nombre lo indica, en estas capas todas las neuronas estan conecta-
das con la capa anterior. Estas capas son las encargadas de realizar la clasificacion o
estimacion de la salida, en base a las caracteristicas extraidas a través de las capas
anteriores y sus diferentes filtros. Utilizan diferentes funciones de activaciéon depen-
diendo de la naturaleza de la salida. Para tareas de clasificacién binaria, se hace
uso de la funcion sigmoide, aunque también puede usarse la funcién softmax con
2 salidas, ya que de hecho, esta es una generalizacion de la funcién sigmoide. Para
casos multiclase, se usa la funcién softmax. Estas funciones permiten determinar la
probabilidad de que una muestra pertenezca a una u otra clase, y este es el criterio
para determinar la prediccion realizada por la CNN. La funcién sigmoide viene dada

por la ecuacién 2.9 y su grafica se observa en la figura 2.10

B 1
Cl4et

P(t) (2.9)

y = sigmoide(x)

Figura 2.10: Funcién sigmoide

Como se ha visto, el ciclo de vida de una red neuronal comienza por aplicar capas
consecutivas de convoluciones y agrupamiento, para adquitir patrones en las image-
nes que seran usadas como vector de caracteristicas por las capas densas para llevar
a cabo la tarea de clasificacién y generar la salida correspondiente a través de las

funciones de activacién. La figura 2.11 muestra el ejemplo de un esquema global de
una CNN.
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Fully Output

Convolution Pooling Fully
Connected ~ Connected perdictions

Pooling
+RelLU

Convolution
+RelLU
dog (0.01)
at (0.01)
Boat (0.94)
Bird (0.94)

O
Figura 2.11: Arquitectura de una CNN. 7

"https://missinglink.ai/guides/convolutional-neural-networks/
convolutional-neural-network-tutorial-basic-advanced/
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Capitulo 3

Comprension y Preparacion de los

datos

Como ya se mencioné anteriormente, la fase 1 de la metodologia CRISP DM con-
siste en un analisis desde una perspectiva de negocio, este trabajo tiene un propoésito
académico que no tomé en cuenta objetivos de negocio, en su lugar, se considera el
problema desde una perspectiva general, en la cual se desean determinar caracteristi-
cas en imagenes de rostros a través de la construccion de modelos de clasificacién
basados en técnicas de TA, donde todas las caracteristicas se consideran igualmente
importantes para el estudio, y donde no se tienen consideraciones o exigencias ex-

ternas.

En este capitulo se llevan a cabo las fases 2 y 3 de la metodologia planteada,
que son el estudio o comprensién de los datos y la preparacién de estos. Primero
se realiza un analisis completo de las caracteristicas y peculiaridades del dataset
utilizado, asi como el enfoque propuesto para abordar el estudio como resultado
de este analisis. Posteriormente se describe el procesamiento previo pertinente para

preparar los datos para la fase siguiente.

41
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3.1. Comprension de los datos

3.1.1. Recopilacion y descripcion
Dataset

Los datos empleados en esta investigacién pertenecen al dataset UTKFace !, este
consiste en 23708 imdgenes de rostros (un rostro por imdgen) con anotaciones de
género, raza y edad. Las imagenes tienen gran variedad en pose, expresion facial,
iluminacion, etc. Fue utilizado el conjunto de datos cuyos rostros estan previamente
recortados y alineados. Todas las imagenes son de 200x200 pixeles. Cada archivo de
imagen tiene en su nombre las anotaciones o etiquetas y estas vienen codificadas en
numeros enteros, para el género un 0 o 1, indicando masculino o femenino, respecti-
vamente. La raza es un niumero del 0 al 4, donde 0 indica caucasico, 1 africano/afro-
americano, 2 asiatico, 3 indio (de la India), y 4 es denotado como otros, agrupando
aqui a latinos, personas de Medio Oriente (Turquia, Arabia Saudita, Egipto, etc).

La edad es un entero en un rango de 0 a 116 anos.

3.1.2. Exploracion

La visualizacién de los datos ayuda a comprender y abordar el enfoque de estudio

de una mejor manera. En la figura 3.1 se muestran algunas imagenes del dataset.

Figura 3.1: Imégenes del UTKFace dataset.

'https://susanqq.github.io/UTKFace/
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Los porcentajes de cada etiqueta y el niimero de muestras respectivo presente en

los datos se muestran en las figuras 3.2, 3.3, y 3.4.

Distribucion del género

Distribucién de la raza

Caucasico

Africano/Af Americano
Indio

Asiatico
Latino/M.Oriente

N Masculing
N Femnening

Figura 3.2: Distribuciéon del género Figura 3.3: Distribucion de la raza

Distribucion de la edad

7000 A

6000 4

5000 A

4000 A

3000 A

Nimero de muestras

2000 1

1000 4

120

Figura 3.4: Distribuciéon de la edad

Tal como se observa, los datos estan balanceados para el género. Por otro lado
en la raza hay una predominancia grande de los caucésicos, ocupando un 42.5% de
los datos, mientras que la clase de latinos/Medio Oriente ocupa apenas el 7.1 %. La
distribucién de edad muestra que en los datos hay mayormente personas entre 20 y

40 anos, y pocas muestras para personas mayores de 70 anos.
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El desbalanceo de clases o mayoria de muestras de un rango determinado de
valores de una variable sobre el resto en un conjunto de datos puede ser problematico
ya que puede conducir a que los algoritmos enfoquen su desempeno unicamente en
aquellas clases para las que se dispone de mas datos, y por lo tanto pudieran no
aprender a reconocer bien las clases o muestras minoritarias. Esto es algo que debe

tenerse simpre presente a la hora de desarrollar y evaluar modelos predictivos.

3.1.3. Verificacion de calidad

Un analisis manual de las imagenes fue llevado a cabo para determinar algunos
errores o inconsistencias como existencia de imagenes que no contuvieran rostros
o etiquetas evidentemente erréneas. Se encontraron 5 imagenes que no contenian

rostros, sino ojos o nada en si, estas se muestran a continuacion:

Figura 3.5: Imégenes erréneas del UTKFace

También fueron encontradas 12 iméagenes que contenian rostros de adultos con

etiquetas de edad de nino.

3.2. Preparacién de los datos

3.2.1. Seleccién y limpieza

Todas las etiquetas fueron utilizadas para el estudio. Fueron solucionados los
problemas encontrados en la tarea de verificacién anteriormente descrita, eliminando
las imagenes con las inconsistencias y errores especificados, en total se eliminaron 17

imégenes, quedando entonces un dataset con 23691 elementos.
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3.2.2. Construccion de los datos

En esta tarea se llevaron a cabo procedimientos para generar nuevas estructuras

de representacion de los datos como preambulo a la fase de modelado.

Modificacién de las etiquetas

Como ya se mencion6 anteriormente, los datos presentan cierto desbalanceo en
las etiquetas de raza y edad. Esto puede abordarse de multiples maneras. Algo que
comunmente se hace es la modificaciéon de pesos (o “importancia”) de las clases
durante la fase de entrenamiento de los modelos, y consiste en darle mayor relevancia
a las predicciones de la clase minoritaria, comtinmente.

Otra estrategia es unir una o mas clases para formar una cuyo tamano sea mas
representativo en relacién con el de las demas. Esto se hizo para abordar el desba-
lanceo en el caso del atributo de la raza. Se unieron los grupos 3 y 4, pertenecientes
a personas de la India, Latinoamericanos y del Medio Oriente, el grupo 2 (asiéticos)
tiene menos muestras que el grupo 4 (indios), pero pueden haber més similitudes
entre el grupo latinos y personas del Medio Oriente con personas de la India, que
con personas asidticas, y esto pudiera dificultar el desempeno de los modelos. En

consecuencia, la distribucion resultante se observa en la figura 3.6.

Distribucion de la raza

B Caucasico

W AfricanofAf Americano
Bl Asiatico

B | atino/M. Orientefindic

Figura 3.6: Distribuciéon modificada de la raza
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Distribucion de la edad en clases

anos
21-35
35-50
010
51-65
B5+
11-20

Figura 3.7: Distribucion de la edad en clases

Para el caso de la edad, hay dos formas de enfocar su estimacién: puede verse como
un problema de regresién (estimar un valor numérico continuo) o de clasificacién
(estimar la clase a la que pertenece segiin un rango de edades). En este trabajo se
trata como clasificacion, las edades son agrupadas en clases siguiendo el siguiente

esquema:

‘ Clasificacion de las edades

|
‘ 0 - 10 anos ‘ Clase 0 ‘
| 11 - 20 aifios | Clase 1 |
‘ 21 - 35 anos ‘ Clase 2 ‘
‘ 36 - 50 anos ‘ Clase 3 ‘
‘ 51 - 65 anos ‘ Clase 4 ‘
‘ 66+ anos ‘ Clase 5 ‘

Cuadro 3.1: Esquema de clasificacion de las edades

La distribucion de la edad de las clases construidas queda como se ilustra en la
figura 3.7

El criterio de distribucién de las clases se hizo considerando agrupar las image-
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nes en rangos de edades en los que las caracteristicas faciales fueran similares, sin

embargo sus efectos seran estudiados més adelante.

Creaciéon de las caracteristicas

En el campo de Machine Learning, cuando se trata de imégenes, es comun re-
presentar los datos de alguna manera codificada que sea mas eficiente (en tamafo
y contenido). Utilizar imagenes en bruto puede resultar muy costoso computacio-
nalmente, por ejemplo, una simple imagen 96x96 pixeles contenida en un vector
1-dimensional resultard en un arreglo de 9216 valores, y eso si sélo tiene 1 canal; es
decir, una imagen en blanco negro. Como ya se habl6 anteriormente, existen descrip-
tores que permiten codificar informacién de una imagen para extraer informacion
util y en una presentacion més compacta. Para eso se hizo uso del Histograma de
Gradientes Orientados (HOG) y el Histograma de Patrones Locales Binarios (LBP).

Multiples estrategias se han llevado a cabo para crear caracteristicas de imagenes
a partir de estos descriptores, desde extraerlos a imagenes en distintas escalas hasta
la variacion parametros de los mismos, asi como la fusién de varios descriptores para

mejorar resultados.

En primer lugar las imagenes son convertidas a escalas de grises, y se crean 3
conjuntos de imagenes de resoluciones 32x32, 64x64 y 96x96 pixeles. A continuacién

se describe diseno de los métodos para la creacion de caracteristicas.

Vector de caracteristicas HOG: Para este descriptor se aplica normalizacion
global, se varian los tamanos de celda en 8x8 y 16x16 pixeles, para cada uno se extrae
el descriptor en las 3 escalas planteadas. La figura 3.8 muestra el resultado de la
aplicacion del descriptor para ambos valores de celda.

Los dos vectores de caracteristicas seran la fusién de las 3 resoluciones para la
celda 8x8 y para la celda 16x16.

Para un tamano de celda de 8x8 pixeles, se define el vector de caracteristicas con la

siguiente ecuacion:
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Imagen original HOG (8x8) HOG (16x16)

Figura 3.8: Descriptor HOG. Tamano de celda 8x8 y 16x16.

HOG, = HOG 5™ + HOGG 5™ + HOGRS™ (3.1)

Anélogamente, el vector de celdas de tamano 16x16 pixeles se construye como

sigue:

HOGp = HOG®23D | oG04 | 1 o(96296) (3.2)

(16,16) (16,16) (16,16)

Vector de caracteristicas LBP: Para este descriptor se recomienda primero
dividir la imagen en celdas, y a cada una de estas sub-imagenes obtenidas, se le extrae
el descriptor para finalmente unir todos los vectores en uno solo. Se escogié una
divisién de 4x4 celdas. En (Tapia y Perez, 2013) se extrae para 8 tamanos de radios,
de 1 a 8, basado en esa estrategia, en esta investigaciéon se hard sélo para los valores
de R=1,2,4,6 y 8. Por lo tanto se obtienen 5 vectores LBP para una resolucion en
particular. El nimero de vecinos p se mantiene fijo en 8. Para ilustrar el efecto de
aplicar el descriptor LBP a una imagen, se muestra en la figura, el descriptor LBP
para los 5 radios considerados, cabe destacar que para la construccion del descriptor
como se dijo anteriormente, primero se dividié la imagen en 4x4 celdas.

Los vectores de caracteristicas para las resoluciones de 32x32, 64x64 y 96x96
pixeles son denotados como LB P4, LBPg,y LB P, respectivamente, y vienen dados

por las siguientes ecuaciones:
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Imagen original

Figura 3.9: Descriptor LBP. Tamanos de R=1,2,4,6,8.

LBPy = LBPYY™ + LBPS™ + LBRSY™ + LBPYY™ + LBPE™) (3.3)

LBPg = LBPS™ + LBPS™ + LBPE™ + LBRS™™ + LBRS™ (3.4)

LBPo = LBPYY™ + LBPY™ + LBRO™ + LBPY™ + LBPIY™ (3.5)

En la siguiente tabla se muestran las longitudes de todos los vectores resultantes.
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Vector descriptor | Tamano
HOG 4 560
HOGg 2240
LBP, 4276
LBPg 4704
LBPy 4720

Cuadro 3.2: Vectores de caracteristicas y sus tamanos
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Modelado y Pruebas

4.1. Técnicas de modelado

En esta seccion de describen los enfoques planteados para el desarrollo del sistema

de procesamiento de imégenes.

4.1.1. Machine Learning: Maquina de Vectores de Soporte
(SVM) con kernel

Para la construccién de este modelo se consider6 el siguiente pipeline conformado
por tres pasos, primero se estandarizaron los datos de entrada en el rango [0, 1], esto
suele ayudar a una convergencia mas rapida de los algoritmos. Luego se aplicé un
método de filtrado como seleccién de caracteristicas basado en el ANOVA f-test o
andlisis de varianza, este test permite determinar la variaciéon de las caracteristicas
respecto a las etiquetas. Se asume que caracteristicas con mayor varianza son las que
tendran mayor poder discriminativo a la hora de clasificar una u otra clase. Luego
se seleccionaron las K caracteristicas que obtuvieron un mayor puntaje, y seran las
K caracteristicas utilizadas para entrenar el estimador o algoritmo. Es importante
recordar ademas que, esto no sélo permite seleccionar aquellas caracteristicas més
relevantes para la clasificacién, sino que también reduce la dimensionalidad de los
datos, al disminuir el tamano del vector de caracteristicas, por lo que permite tiempos

mas cortos de entrenamiento y reduccion de datos almacenados en memoria.

51
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Kernel

Como ya se dijo anteriormente, el estimador o algoritmo utilizado fue el SVM,
como recurso adicional, se hizo uso de un kernel. La funcién del kernel es tomar
datos como entrada y transformarlos en la forma requerida, su uso es conveniente
cuando los datos son linealmente no separables o tienen una gran dimensién. Para
la implementacion del modelo de ML, se utiliz6 un SVM con kernel de Funcion de

Base Radial (RBF, por sus siglas en inglés), y viene dado por la siguiente expresion:

k(xi, 7)) = exp(—y |lz; — x4]%) (4.1)

donde v > 0.

El hiperparametro v define hasta dénde llega la influencia de un solo ejemplo de
entrenamiento, con valores bajos significa “lejos” y valores altos significa “cerca”. Un
SVM con kernel RBF fue construido para cada una de las tres etiquetas. La figura
4.1 muestra el esquema del modelo general para las 3 etiquetas en estudio.

Para la construccién y entrenamiento de los modelos, se utilizé la libreria de

Python para Machine Learning, Scikit Learn !.

Etiguetas
I Clasificacion
- 1
Estandarizacién |—| Stleccion de | SYM con
caracteristicas kernel RBF
Caracteristicas »| Estandarizacion »| Seleccién de . SVM con
caracteristicas kernel RBF !
- J
Estandarizacion || Seleccion de .| SYM con ,
| caracteristicas | kernel RBF

Modelo clasificador - Machine Learning

Figura 4.1: Modelo clasificador - Machine Learning

"https://scikit-learn.org/stable/
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4.1.2. Deep Learning: Red Neuronal Convolucional (CNN)

El entrenamiento de redes neuronales puede requerir mucho tiempo, y suelen
necesitar de grandes cantidades de datos para generar buenos resultados. En esta
investigacion se hace uso del Transfer Learning o aprendizaje por transferencia, como
lo expone (West et al., 2007), este enfoque se centra en almacenar el conocimiento
adquirido mientras se resuelve un problema y se lo aplica a un problema diferente
pero relacionado; en otras palabras, aplicar Transfer Learning en el ambito de las
redes neuronales consiste en tomar una red pre-entrenada (comunmente con una
cantidad masiva de datos) para una tarea especifica, y usar su configuracién para un

problema que guarde alguna relacién con el que fue originalmente entrenado.

Multi-task learning

Si bien se puede construir un modelo (red neuronal) para cada etiqueta, trabajos
como el de (Ito et al., 2018) han demostrado que se obtienen buenos resultados al
construir una unica arquitectura que tenga como salida varias etiquetas, ademas
que se logra reducir la complejidad de la red haciendo uso compartido de las capas
de convolucién, y por lo tanto, de las caracteristicas extraidas. Este esquema es
conocido como multi-task learning o multi-tarea, ya que “aprenden” multiples tareas
simultaneamente.

Para la creacién de la CNN, se hizo uso de la API de Python, Keras?, con
Tensorflow® como backend, estas herramientas ademds proporcionan varias arqui-
tecturas de CNN pre-entrenadas con el conjunto de datos Imagenet?, el cual consiste
en 1281167 imagenes pertenecientes a 1000 clases, las cuales incluyen objetos, ani-
males, etc. Una red entrenada con estos datos, puede servir de base para el caso
especifico estudiado en esta investigacién.

Se utilizo la arquitectura de la red Xception pre-entranada sobre el conjunto de
datos Imagenet, esta red propuesta por (Chollet, 2017) consiste en 36 capas convo-
lucionales que forman la base de extraccion de caracteristicas y una capa final de

clasificacién. Esta tltima capa es omitida y en su lugar se crean varias capas densas

’https://keras.io/
3https://www.tensorflow.org/
‘http://image-net.org/


https://keras.io/
https://www.tensorflow.org/
http://image-net.org/

Capitulo 4. Modelado y Pruebas Y

que constituyen el clasificador para cada etiqueta, formando entonces la estructura
de la red multi-task, al final de cada clasificador se hace uso de una funcion de ac-
tivacion softmaz, asignando como salida un niimero de neuronas igual al nimero de
clases; dos para el género, cuatro para la raza y 6 para la edad. La funcién de coste
empleada fue la entropia cruzada, la suma de las pérdidas de cada etiqueta consti-
tuye la funcion de coste de toda la red. Se emplearon imagenes en una resolucién de

96296 pixeles.

El modelo planteado para la red neuronal se observa en la figura 4.2.

Etiguetas

Capas densas —-—
S —
. — (r———
Imagenes Sk Xception ML Capas densas ———»
96x96
\ J Capas densas —n-
_  J

Extraccion de . Ji
caracteristicas Y
Clasificacion

\

Modelo clasificador multi-task - Deep Learning

Figura 4.2: Modelo clasificador multi-task - Deep Learning

4.2. Diseno de pruebas

A continuacién se describen las estrategias planteadas para el entrenamiento y

validacion de los modelos.
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4.2.1. Meétricas de evaluacion de desempeno

Es vital determinar bajo qué criterio se considerara al modelo como “bueno”,
“malo”, o “regular”. Para problemas de clasificacion la métrica mas empleda es ac-
curacy o exactitud. No obstante para los modelos finales se utilizardn también otras
métricas como recall o exhaustividad, precision, score F1 o valor F1, y la matriz de

confusién, que sirven para tener un panorama més amplio de los resultados.
Sea un problema de clasificacién binaria con clases positiva y negativa

TP= True Positive ( la clase positiva se predijo correctamente)
TN = True Negative ( la clase negativa se predijo correctamente)
FP = False Positive ( la clase positiva se predijo como negativa)
FN = False Negative ( la clase negativa se predijo como positiva)

Las métricas a utilizar se describen a continuacion.

1. Accuracy: Indica el numero de elementos clasificados correctamente en com-

paracion con el ntimero total de elementos.

TP+ TN
TP+TN+ FP+ FN

(4.2)

accuracy =

2. Recall: Es la proporcién de casos positivos que fueron correctamente identifi-

cados.

TP
recall = m——m (43)

3. Precision: Representa el niimero de verdaderos positivos que son realmente

positivos en comparacién con el nimero total de valores positivos predichos.

TP

—_— 4.4
TP+ FP (44)

precision =

4. Fl-score: Es la combinacién de las métricas de precision y recall y sirve de
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compromiso entre ellas.

precision X recall

F1=2x (4.5)

precision + recall

5. Matriz de confusién: Como su nombre lo indica es una matriz en la que cada
columna representa el nimero de predicciones de cada clase, mientras que cada
fila representa a las instancias en la clase real. Son muy ttiles porque permiten
ver si el algoritmo estd confundiendo dos clases. En la siguiente imagen se
observa una matriz de confusién para el caso de dos clases, sin embargo, la

idea se extiende para mas clases.

Actual Values

Positive (1) Negative (0)

Positive (1) TP FP

Negative (0) FN TN

Predicted Values

Figura 4.3: Matriz de confusion

4.2.2. Separacion de datos de entrenamiento y validacién

Para el entrenamiento de los modelos se utiliza un 80% de los datos, y para

validacién un 20 %, estos ultimos son utilizados tinicamente para evaluar los modelos.
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4.2.3. Esquemas de entrenamiento
SVM

Una técnica muy utilizada que permite evaluar modelos y evitar el sobreajuste
es la validacion cruzada, la cual consiste en dividir los datos de entrenamiento en k
carpetas, para cada carpeta, un modelo es entrenado usando £—1 carpetas, y dejando
una para pruebas. El resultado de las k£ carpetas es promediado. Este procedimiento

se observa en la figura 4.4.

Datos

Prueba
Entrenamiento

Clasificacién

v

Clasificacién Clasificacién Clasificacion

Figura 4.4: Validacién cruzada. Recuperado de®

Se disend un procedimiento para el entrenamiento con los distintos vectores de
caracteristicas construidos. En primer lugar, para cada una de las etiquetas se en-
trenaron cinco modelos, correspondientes a los cinco descriptores, esto conservando
los valores por defecto de los parametros del modelo establecidos por Scikit Learn:
(C=1, y v = 1/ntmero de caracteristicas).

Debido a que se ha demostrado anteriormente que la fusiéon de descriptores resulta
beneficioso para el desempeno de los modelos, se tomaron para cada descriptor el
modelo con el mejor desempeno, y se fusionaron para crear un vector de caracteristi-
cas final. Para este se hizo una optimizacion de los parametros del SVM con kernel

RBF, a fin de buscar el rendimiento éptimo del modelo. Finalmente, el modelo con

Shttps://commons.wikimedia.org/w/index.php?curid=17617674


https://commons.wikimedia.org/w/index.php?curid=17617674

Capitulo 4. Modelado y Pruebas 58

el mejor desempeno en cada una de las etiqutas fue entrenado sobre los datos de

validacién. Este procedimiento se muestra en la figura 4.5

Datos de
entrenamiento

[ idacion cruzada

;17

lmodelo 1 Modelo 2 Modelo 3 Modelo 4 l Modelo5

HOG

J Parametros del
l £ - SVM por

defecto

HOG LBP LBP LBP

Busqueda de
I

Gptimos

l
= =

Figura 4.5: Esquema de entrenamiento del SVM

CNN

El procedimiento empleado para el entrenamiento de la red neuronal convolucio-
nal basado en Transfer Learning se realizé tomando como referencia las indicaciones
descritas por la documentacién de Keras® y Tensorflow’. Basicamente consiste en
dos etapas, la primera consiste en el entrenamiento de la capa superficial de la
red, donde se “congelan” (los pardmetros se hacen no entrenables, por lo tanto no

cambian) las capas de convoluciones y se entrenan las capas de clasificacién. Durante

Shttps://keras.io/guides/transfer_learning/
"https://www.tensorflow.org/guide/keras/transfer_learning
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esta etapa se realizé una optimizacion de parametros para determinar el rendimien-
to éptimo del modelo. La segunda etapa consiste en la sintonia fina o fine tuning,
que consiste descongelar todo el modelo o parte de él, y entrenarlo con una taza de
aprendizaje pequena. Esta etapa permite que las capas de extraccién de caracteristi-
cas (convoluciones) se adapten a los datos actuales. El modelo resultante se entrend

con los datos de validacion. El esquema descrito se muestra en la figura 4.6.

Datos de
entrenamiento

W
Capa congelada l Clasificador género l
Xception l Clasificador raza l
— Etapa 1:
l Clasificador edad ] >' Entrenamlento_ de la
. capa superior

!

Optimizacion de
hiperparametros

l S

[ Clasificador género
ezt {’ Clasificador raza l >— Etapa 2:
fine tuning
[ Clasificador edad J
CNN l J _J

Figura 4.6: Esquema de entrenamiento de la CNN

S
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4.3.

4.3.1. SVM

Para la primera parte de los entrenamientos, se aplica ANOVA, dejando un 25 %

Construccion de los modelos

de las caracteristicas de cada descriptor creado anteriormente.

Género Raza Edad
HOG, | 83.65% | 68.53% | 61.61%
HOGg | 86.24% | 73.21 % | 64.72%
LBP, | 83.57T% 70.5 % 61.47 %
LBPgp | 86.847% | 77.48% | 65.82%
LBP; |87.27T% | 77.5% | 67.01%

Cuadro 4.1: Entrenamientos con diferentes descriptores. Métrica: Accuracy

Como se observa en la tabla 4.1, los descriptores HOGpg v LBPs producen el
mejor desempeno, y ocurre ademas para las tres etiquetas. El género es la etiqueta
con el mejor accuracy, seguido por la raza y por ultimo la edad.

En consecuencia, el vector final, comin en todas las etiquetas, sera el siguiente:

HOG + LBP = HOGp + LBP. (4.6)

Este vector tiene un tamano de 6960.

Optimizacion de hiperparametros

Una vez obtenido el vector de caracteristicas final, se procedié a realizar una
optimizacién de hiperparametros de los modelos. Los hiperpardmetros a variar seran
el nimero de caracteristicas utilizados resultantes de aplicar el método estadistico
ANOVA, se fijaran 2 valores para las pruebas, un 10 % del tamano original (696)
y un 20 % (1392). También C y v del SVM. En la tabla 4.2 se muestran todos los

hiperparametros.

Los modelos construidos y los hiperparametros a evaluar fueron utilizados para

los entrenamientos, en las siguientes tablas se muestran los resultados promediados
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Parametro Valores Descripcién
v 0.0001, 0.001, 0.005 hiperparametro del kernel RBF
C 1, 10, 100 hiperparametro de regularizacion del SVM
K 696, 1392 tamano del vector de caracteristicas

Cuadro 4.2: Hiperparametros a optimizar

de realizar validacién cruzada de k = 5 carpetas para cada modelo. La métrica

empleada es accuracy.

K = 696 K = 1392
gamma gamma
0.0001 0.001 0.005 0.0001 0.001 0.005
1 |85.99% | 87.96% | 85.4% 1 | 87.72% | 89.46% | 59.4%
C| 10 86.72% | 88.66% |86.2% | €| 10 | 88.54% | 89.81% | 63.2%
100 | 87.82% | 89.65 % | 86.2% 100 | 88.53% | 89.81 % | 63.2%
Cuadro 4.3: Optimizacién de parametros para el género
K = 696 K = 1392
gamma gamma
0.0001 0.001 0.005 0.0001 0.001 0.005
1 | 75.73% | 79.13% | 74-87% 1 | 77.62% | 80.26% | 37.47%
C | 10 | 77.58% | 719.75% | 75.69% | € | 10 | 78.56% | 80.8% 41.27%
100 | 77.31% | 79.76 % | 75.69% 100 | 77.22% | 80.96 % | 41.27%
Cuadro 4.4: Optimizacién de parametros para la raza
K = 696 K = 1392
gamma gamma
0.0001 | 0.001 0.005 0.0001 | 0.001 0.005
1 |63.51%|66.83% | 63.9% 1 |6544% | 67.98% | 43.03%
C| 10 | 65.82% | 66.62% | 64.99% | €| 10 | 67.04% | 68.78 % | 43.56%
100 | 64.54% | 66.63 % | 64.99% 100 | 63.9% | 68.78% | 43.5%

Cuadro 4.5: Optimizacién de parametros para la edad

Los resultados muestran que, para todas las etiquetas, los modelos obtienen un
mejor desempeno para v = 0,001. Por otro lado, es notable para v = 0,005 el desem-

peno de los modelos disminuye considerablemente, e incluso no se muestran cambios
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aun cuando el hiperparametro C' aumenta (mayor regularizacién), un ejemplo de
esto es en la tabla 4.3, el accuracy se mantiene en 63,2 % para C' = 10 y C' = 100,
esto se debe a que un valor relativamente alto de v hizo que el area de influencia de
las muestras fuera muy reducida, por lo que el modelo tiene sobreajuste y no puede
generalizar correctamente, atin cuando se varie C'.

Se observa también que para K = 1392 se obtienen resultados ligeramente mejo-
res que para K = 696, ain cuando el primer caso tiene el doble de caracteristicas que
el segundo, esto sugiere que la seleccién de caracteristicas empleada pudo capturar
aquellas méas relevantes para predecir la etiqueta.

La etiqueta género obtuvo el mejor e idéntico desempeno para C' = 10 y C' = 100,
con v = 0,001 utilizando K = 1392.

Para la etiqueta raza el modelo con mayor accuracy se obtiene para C' = 100,
v =0,001 y K =1392.

Por ltimo, la etiqueta edad andlogamente al género, obtuvo el mejor desempeno
para C' =10y C' =100 con v = 0,001 y K = 1392.

En la tabla 4.6 se muestra la combinacion 6ptima de hiperparametros para cada

etiqueta, para el caso en que se obtuvo el mismo puntaje, se tomé C' = 10.

Etiquetas
Género Raza  Edad
C 10 100 10
gamma 0.001 0.001 0.001
K 1392 1392 1392
Accuracy | 89.81% | 80.96 % | 68.78 %

Cuadro 4.6: Hiperparametros 6ptimos de cada etiqueta

Validacién de los resultados

Los modelos fueron entrenados con los hiperparametros éptimos empleando todos
los datos de entrenamiento, y posteriormente se probaron con los datos de validacién.

A continuacién se muestran los resultados para cada etiqueta.
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Género
Reporte de Clasificacién - Género
Precision Recall Fl-score Accuracy Muestras
Masculino | 89.36 % 91.20% | 90.27 % 89.91 97 2432
Femenino | 90.52 % 88.56 % | 89.53 % =R 72307

Cuadro 4.7: Métricas del clasificador del género

Clase
real

Prediccion
Masculino | Femenino
Masculino 2218 214
Femenino 264 2043

Cuadro 4.8: Matriz de confusion del clasificador del género

Raza:
Reporte de Clasificacién - Raza
Precision Recall Fl-score Accuracy Muestras
Caucasico 82.17% | 89.36% | 85.61% 2001
Africano/ 87.20% | 82.54% | 84.85% 882
Af.Americano
Asiatico 88.32% | 82.87T% | 85.51% 82.3% 712
Latino/M.Oriente/ | 7)o/ | 69419 | 72.00% 1144
Indio
Cuadro 4.9: Métricas del clasificador de la raza
Prediccion
. Latino/
Cauciésico Afrlcar.lo/ Asiatico | M.Oriente/
Af.Americano .
Indio
Caucasico 1788 35 36 142
—_ Africano/
§ Af.Americano 56 (s 1 87
9 Asiatico 70 14 590 38
2 : .
5 Latlno/M..Orlente/ 962 57 a1 794
Indio

Cuadro 4.10: Matriz de confusion del clasificador de la raza
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Edad:
Reporte de clasificacion - Edad
Precision Recall F1l-score Accuracy Muestras
0-10 93.66 % 88.62% | 91.07% 650
11 - 20 57.93% 30.84% | 40.25% 308
21 - 35 71.13% 89.76 % | 79.36 % 69.32% 2031
36 -50| 51.13% |35.63% | 41.99% e 828
50 - 65 54.76 % 50.59% | 52.59% 591
65 + 71.9% 59.52% | 65.12% 331
Cuadro 4.11: Métricas del clasificador de la edad
Prediccion
0-10{11-20(21-35]36-50|51-65|66 +
0-10 576 33 37 2 1 1
11 - 20 33 95 177 2 0 1
o 1 21 - 35 2 32 1823 143 29 2
aSe e 3650 | 1 P 413 295 108 8
51 - 65 2 2 98 125 299 65
66 -+ 1 0 15 10 108 197
Cuadro 4.12: Matriz de confusion del clasificador de la edad
4.3.2. CNN

Se construyé la red neuronal planteada, al final del modelo base Xception se
utilizé una capa de average pooling global, para los clasificadores de cada etiqueta se
anadieron capas densas, después de la primera capa de cada etiqueta se anade una
capa de normalizacién, y una capa de Dropout de 0.5 después de cada capa densa
para evitar problemas de sobreajuste. Se tomé un tamano de batch size de 32, y se
utilizé un 20 % de los datos de entrenamiento para validacién al final de cada época.
Se empled el criterio de detencion temprana o early stopping con paciencia de tres
épocas, es decir, si la pérdida no cambia durante tres épocas, el entrenamiento se

detiene y se mantienen los mejores pesos obtenidos (los que arrojan el valor minimo
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para la funcién de coste). En la figura 4.7 se observa la estructura de la red neuronal

convolucional.

input: | [(None, 96, 96, 3)]
input_4: InputLayer
output: | [(None, 96, 96, 3)]

) input: | (None, 96, 96, 3)
tf. math.truediv_2: TFOpLambda
output: | (None, 96, 96, 3)

input: | (None, 96, 96, 3)
tf. math.subtract_2: TFOpLambda
output: | (None, 96, 96, 3)

input: (None, 96, 96, 3)

xception: Functional
output: | (None, 3, 3, 2048)

input: | (None, 3, 3, 2048)
global_average_pooling2d_2: GlobalAveragePooling2D
output: |  (None, 2048)

f—

input: | (None, 2048)
output: | (None, 2048)

\

input: | (None, 2048)
output: | (None, 256)

dropout_24: Dropout

=

input: | (None, 2048)
dense_25: Dense
output: | (None, 128)

/

input: | (None, 128
batch_normalization_11: BatchNormalization [mpuc ¢ )|
[ ouput: | (None, 128) |

r—]

input: | (None, 2048)
dense_22: Dense
output: | (None, 128)

N

batch_) ization_10: BatchNormalization

dense_29: Dense

fe—]

[ input: [ (None, 256) |
[ output: | None, 256) |

input: | (None, 128)
output: | (None, 128)

batch_) ization_12: BatchNormalization

input: | (None, 128)
output: | (None, 128)

input: | (None, 256)
output: | (None, 256)

input: | (None, 128)

dropout_28: Dropout
output: | (None, 128)

dropout_32: Dropout dropout_25: Dropout

e

input: | (None, 128)

dense_26: Dense
output: | (None, 128)

e

S

dense_30: Dense

o

input: | (None, 256)
utput: | (None, 256)

f—o

input: | (None, 128)

dropout_29: Dropout
output: | (None, 128)

dropout_33: Dropout

input: | (None, 256)
output: | (None, 256)

-~

input: | (None, 128)

dense_27: Dense
output: | (None, 64)

input: | (None, 64)

dropout_30: Dropout
output: | (None, 64)

input: | (None, 64)

dense_28: Dense
output: | (None, 64)

—

dense_31: Dense

input: | (None, 256)

output: | (None, 64)

dropout_34: Dropout

input: | (None, 64)
output: | (None, 64)

dense_32: Dense

input: | (None, 64)

output: | (None, 164)

T

input: | (None, 64)

dropout_31: Dropout
output: | (None, 64)

dropout_35: Dropout

input: | (None, 164)
output: | (None, 164)

input: | (None, 64)

—

[

dense_23: Dense

input: | (None, 128)

output: | (None, 128)

te—

dropout_26: Dropout

input: | (None, 128)
output: | (None, 128)

—

dense_24: Dense

input: | (None, 128)

output: | (None, 64)

dropout_27: Dropout

input: | (None, 64)
output: | (None, 64)

gender: Dense

input: | (None, 64)
output: | (None, 2)

input: | (None, 164)
output: | (None, 6)

race: Dense age: Dense

output: | (None, 4)

Figura 4.7: Red neuronal convolucional multi-task

Optimizacion de hiperparametros

Los hiperparametros a variar fueron la tasa de aprendizaje y el optimizador,

en la tabla 4.13 se muestran los valores y opciones consideradas. Como ya se dijo
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anteriormente, esto se hizo para la primera etapa del entrenamiento, que corresponde
al entrenamiento de la capa superior del modelo. Como este se trata de un modelo
con multiples salidas, se toma como criterio de seleccion la funcion de coste, ya que

esta toma en cuenta la pérdida de cada una de las etiquetas.

Hiperparametro Valores/Opciones Descripcion
Tasa 'de. 0.01, 0.001, 0.0001 Determina el tamafio del paso en cada iteracién
aprendizaje

Optimizador Adam, Adadelta, SGD Algoritmo utilizado p;g?aa:;gahzar los parametros

Cuadro 4.13: Hiperparametros a optimizar para la CNN

La red fue entrenada durante 15 épocas . En la tabla 4.14 se observan los resulta-
dos. La mejor combinacién de hiperparametros se obtiene con el optimizador Adam

y una tasa de aprendizaje de 0.001.

Optimizador
Adam Adadelta SGD
Taza de 0.01 4.1 4.29 3.35
ez 0.001 3.14 4.94 3.83
0.0001 | 3.45 5.44 4.57

Cuadro 4.14: Hiperparametros 6ptimos para la CNN

La curva de aprendizaje fue registrada con los hiperparametros éptimos, esto se
visualiza en la figura 4.8, donde se observa que el entrenamiento se detiene en la

época 14. La tabla 4.15 muestra los resultados para el accuracy de cada etiqueta.

Género Raza  Edad
Accuracy | 83.62% [ 57.79% | 58.45% |

Cuadro 4.15: Resultados del entrenamiento de la capa superior

Los resultados de la primera etapa del entrenamiento muestran que sélo entre-
nando la capa de clasificacién creada, se logra diferenciar bastante bien la etiqueta
del género, alcanzando mas del 80 % de accuracy. Por otro lado las etiquetas de la

raza y la edad no superan el 60 %.
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Figura 4.8: Curvas de aprendizaje del entrenamiento de la capa superior

Fine tuning

Una vez obtenidos los hiperpardmetros que minimizan la funcién de coste durante
el entrenamiento de la capa superior del modelo, se procedié a entrenar todo el
modelo con una taza de aprendizaje 10 veces méas pequena, esto para que los cambios
en los pesos que ya tenia anteriormente el modelo base fueran lo suficientemente

pequenos como para evitar que destruyeran lo aprendido. En la tabla 4.16 se detallan
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los resultados para cada etiqueta, la curva de aprendizaje se observa en la figura 4.9.

Género

Raza

Edad

Accuracy | 91.66% | 83.65% | 70.22% |

Cuadro 4.16: Resultados del entrenamiento - fine tuning
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Figura 4.9: Curvas de aprendizaje - fine tuning
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Se observa que la segunda etapa del entrenamiento permite aumentar el desem-
penio en todas las etiquetas, y lo hace durante las primeras 5 épocas (hasta la época
20), luego la pérdida del modelo deja de disminuir, y este empieza a sobreajustarse a
los datos de entrenamiento, en consecuencia el desempeno con los datos de validacién
deja de mejorar. En contraste con la etapa anterior, se observa que los nuevos pesos
la capa de convoluciones se adaptaron a los nuevos datos y permitieron aumentar el

desempeno del modelo en cada una de las etiquetas.

Validacién de los resultados

El modelo fue entrenado con los datos validacién, arrojando los siguientes resul-

tados para cada etiqueta.

Género
Reporte de Clasificacién - Género
Precision | Recall | F1-score | Accuracy | Muestras
Femenino | 89.03 % 94.88 % | 91.86 % 91.2 % 2481
Masculino | 93.94 % 87.16 % | 90.42 % e 2258

Cuadro 4.17: Métricas del clasificador del género - CNN

Prediccion
Masculino | Femenino
Clase | Masculino 2354 127
real | Femenino 290 1968

Cuadro 4.18: Matriz de confusién del clasificador del género - CNN
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Raza
Reporte de Clasificacién - Raza
Precision | Recall | Fl-score | Accuracy | Muestras
Caucasico 86.36 % 88.53% | 87.43% 2066
Africano/ 89.83% | 81.81% | 85.63% 896
Af.Americano
Asiatico 83.57% 88.37% | 85.90% 82.99 % 679
Latino/M.Oriente/ | 0 g50 | 70990, | 70.57% 1098
Indio
Cuadro 4.19: Métricas del clasificador de la raza - CNN
Prediccion
. Latino/
Caucésico Afrlcar.lo/ Asidtico | M.Oriente/
Af.Americano .
Indio
Caucasico 1829 22 56 159
Africano/
Af.Americano 31 733 - 119
Clase real Asiatico 38 3 600 38
Latlno/M.prlente/ 990 58 19 ]
Indio

Cuadro 4.20: Matriz de confusion del clasificador de la raza - CNN

Edad
Reporte de clasificacion - Edad
Precision Recall F1l-score Accuracy Muestras

0-10 80.79% | 95.61% | 87.58% 638
11-20| 51.02% |32.05% | 39.37% 312
21-35| 7854% |80.56% | 79.54% 69.26 % 2022
36 - 50 | 48.62% | 34.94% | 40.66% B 807
50 - 65 | 53.35% | 64.24% | 58.29% 632

65 + 68.36 % | 77.74% | T72.75% 328

Cuadro 4.21: Métricas del clasificador de la edad - CNN
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Prediccion

0-10|11-20(21-35|36-50|51-65| 66 +

0-10 610 21 7 0 0 0

11 - 20 91 100 117 1 2 1

Clase real 21 - 35 43 67 1629 223 60 0

36 - 50 8 8 278 282 225 6

51 - 65 1 0 42 72 406 111
66 + 2 0 1 2 68 255

Cuadro 4.22: Matriz de confusion del clasificador de la edad - CNN

4.4. Interpretacién de los modelos

Los resultados observados en la validacién de cada uno de los modelos pueden
analizarse en cada etiqueta por separado.
Para el género, se observa un accuracy de casi un 90 % para el SVM, y valores
similares para precision y recall, por lo que el modelo es capaz de diferenciar ade-
cuadamente entre una u otra clase, la matriz de confusién muestra que el modelo
confunde apenas un 10% de las muestras con la clase opuesta, para la CNN se ve
una ligera mejora y se obtuvo un 91.2 %, de igual forma este modelo es capaz de

diferenciar bastante bien rostros de uno u otro género.

La raza obtuvo un accuracy de 82.3% para el SVM y 82.99% para la CNN.
La clase con el desempenio mas deficiente fue la 4 (Latino/M.Oriente/Indio), donde
para el SVM se obtuvo un recall de 69.41 %, es decir, el modelo pudo “reconocer”
casi un 70 % de los rostros de la clase 4 como tal, y en consecuencia, pasé por alto
casi un 30 %. La precision indica que, cuando predijo un rostro como perteneciente
a la clase 4, estaba en lo correcto un 74.84 %. Vemos que para esta clase se tiene
un recall menor respecto a la precision, lo que indica que hay més Falsos Negativos
que Falsos Positivos, es decir, comete mayores errores al predecir que “un rostro no
pertenece a la clase 4”7, cuando en realidad si. El recall y precision de la CNN son
muy similares, 70.93 % y 70.22 % respectivamente, por lo que este modelo tiene un
comportamiento més equilibrado en los Falsos Negativos y Falsos Positivos que se
producen. Observando la matriz de confusion de ambos modelos, vemos que esto

ocurre principalmente con la clase 0, esto es, confundir a la clase caucésico con la
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clase latino/M.Oriente/Indio. El resto de clases en ambos modelos tienen métricas
que estan en un intervalo de 80 % a 90 %, con valores similares en las métricas.
Finalmente la edad, que es la etiqueta con mayor nimero de clases, obtuvo un
accuracy de 69.32 % para el SVM y 69.26 % para la CNN. El desempenio es variado
para distintas clases, vemos que para los rostros de 0 — 10 afios (clase 0) se tiene un
F-score de 91.07 % para el SVM, precision es la métrica con mayor valor, obteniendo
un 93.66 %, lo que sugiere que el modelo clasifica correctamente un rostro con una
edad de 0-10 anos més del 90 % de las veces. En contraste, ocurre lo contrario para
la CNN, donde es el recall el que obtuvo el mayor valor, con un 95.61 %. Esto nos
dice que, el modelo SVM es mas “preciso” al reconocer esta clase, o lo que es lo
mismo, los rostros que clasifica como pertenecientes a esta, en su mayoria lo son, sin
considerar si omite algunas muestras de esta clase; mientras que el modelo CNN es
mas “sensible” o “exhaustivo”, es decir, trata de pasar por alto la menor cantidad
posible de muestras de esta clase, aun cuando esto implica incluir muestras de otras
clases. Para el rango de edades entre 21-35 anos (clase 2) con el SVM se obtuvo
un F'l-score de 79.36 %, la precision (71.13%) es casi un 20 % menor que el recall
(89.76 %), lo que indica que reconoce un buen numero de muestras de la clase 3,
pero también incluye muestras de otras clases, la matriz de confusién corrobora esto
al mostrar 413 muestras clasificadas como pertenecientes a la clase 3, cuando en
realidad pertenecian a la clase 4, el siguiente rango de edades. El mismo patrén se
observo en la CNN, donde el recall de la clase 2 supera casi en un 20 % a la precision,
y donde el modelo tuvo problemas para diferenciar entre rostros de 21-35 y 35-60
anos. En las clases 1, 3 y 4 se tiene que de igual forma para ambos modelos, existen
algunas muestras que son clasificadas erréneamente entre clases adyacentes.

Por otro lado, es de notar que la matrices de confusién muestran que son muy pocos
los rostros clasificados incorrectamente en rangos de edades alejados entre si, por
ejemplo, predecir un rostro como 0 — 10 anos cuando en realidad esta en el rango
51-65 anos o 66+ anos.



Capitulo 5
Evaluacién e Implementacion

Este capitulo abarca las dos fases finales de la metodologia, donde se evalian los
modelos finales construidos, y se lleva a cabo la implementacion del prototipo de

procesador de imagenes.

5.1. Evaluacion

En esta fase se realizé un anélisis acerca de los resultados obtenidos asi como una

comparacion de los modelos construidos.

5.1.1. Evaluacion de los resultados

En la tabla 5.1 se muestra el accuracy para cada etiqueta de los dos modelos
propuestos, asi como el tiempo que le toma a cada modelo realizar la clasificacién

de una imagen.

Desempeno de los modelos propuestos

Tiempo de

Género Raza Edad clasificacion

(1 imagen)
SVM | 89.91% | 82.3% | 69.32% 0.68 s
CNN | 91.2% | 82.99% | 69.26 % 0.36 s

Cuadro 5.1: Desempeno de los modelos propuestos

73
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Como se observa, el modelo SVM sélo supera al modelo CNN en la etiqueta edad,
esta obtuvo el menor indice de rendimiento en ambos modelos, sobre esto hay que
tener en cuenta que la edad es un atributo muy complejo de determinar basandose
solo en el rostro de una persona, pues depende de muchos factores ambientales, e in-
cluso para una persona es dificil de estimar efectivamente. No obstante, los modelos
fueron capaces de capturar muy bien diferencias entre personas jovenes y ancianas;
por otro lado, tuvieron problemas al clasificar personas en edades de clases adyacen-
tes, lo cual es entendible, ya que como se ha dicho, el patrén de envejecimiento es
muy variado entre las personas y, por ejemplo, una persona de 35 anos, bien pudie-
ra aparentar fisicamente 40 o 30 anos. Las dos etiquetas restantes tuvieron buenos
resultados, el error en los modelos principalmente estuvo presente al clasificar razas,
sin embargo, esta etiqueta obtuvo mas del 80 % de aciertos, lo que sugiere que los
modelos pudieron capturar patrones que diferenciaron bastante bien una clase de
otra. Por otro lado, al SVM le toma casi el doble de tiempo realizar la clasificacién

de una imagen respecto a la CNN.

Otro aspecto a considerar para la evaluacion de estos modelos son las diferencias
que se hicieron notar durante el desarrollo de los mismos, tomando en consideracién
el caso de analisis de imagenes como fue el caso de esta investigaciéon. Esto se describe
en la tabla 5.2.

5.2. Implementacién

Sistema procesador de imagenes

Una vez obtenido el modelo que hard la clasificacion de las etiquetas, se integré a
un sistema de procesamiento de imégenes, para esto se construyo6 una sencilla aplica-
cién web utilizando Flask!, framework de Python y Jinja?, un motor de plantillas web
para este mismo lenguaje. Se disen6 una Interfaz de Usuario para adjuntar la imagen
y posteriormente ser enviada al servidor creado por Flask, que contiene la CNN que

procesara dicha imagen, donde como primer paso se realiza un pre-procesamiento a

https://flask.palletsprojects.com/en/2.0.x/
2https://jinja.palletsprojects.com/en/3.0.x/
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SVM (Machine learning)

CNN (Deep learning)

1.- La extraccion de caracteristicas se realiza
como paso previo al entrenamiento del mode-
lo, a través de técnicas que permiten extraer
y codificar informacién a partir de pixeles en
bruto, todo este proceso supone un paso de
preprocesamiento.

1.- La extraccién de caracteristi-
cas es realizada por la misma red,
a través de las capas de convolu-
ciones, encargadas de extraer pa-
trones en los datos, esto no supo-
ne trabajo extra, ya que se reali-

za durante el entrenamiento de la
red.

2.- El entrenamiento de los algoritmos requie- | 2.- El entrenamiento de redes
re de menos recursos computacionales. Sin | neuronales sin GPU puede to-
embargo, el uso de kernels aumenta los tiem- | mar tiempos considerablemente
pos de entrenamiento. largos.

3.- El modelo general esta conformado por 3 | 3.- Es un tunico modelo multita-
modelos individuales, cada uno se encarga de | rea que realiza la clasificacién pa-
la clasificacién de una etiqueta ra todas las etiquetas simultanea-
mente

Cuadro 5.2: Tabla comparativa de los modelos SVM y CNN

la misma, que consiste en la misma operacion realizada durante la construccion del
modelo (CNN), esto es la estandarizacion de los pixeles de la imagen, ya que este es
el formato que sabe reconocer el modelo como entrada (bajo el cual fue entrenado).
Luego se realiza un proceso de deteccién y alineamiento de rostros, esto iltimo a
través de la deteccién de los 68 puntos faciales. Tanto para la deteccién como el
alineamiento de los rostros se hizo uso de la librerfa dlib®, particularmente su API
para Python. Los rostros detectados son entonces enviados al modelo clasificador
(CNN), el cual arroja el correspondiente resultado y finalmente es mostrado a través
de la UI. Para el manejo de las imégenes e impresion de los resultados se utilizo la
librerfa OpenCV*. En el diseno de la UI se utilizé Bootstrap®. El esquema descrito
se observa en la figura 5.1.

La figura 5.2 muestra el flujo de procesamiento de una imagen hasta generar
el resultado. Por otro lado, la Interfaz de Usuario de la aplicacién web creada, y el

resultado de procesar una imagen se obervan en las figuras 5.3 y 5.4, respectivamente.

3http://dlib.net/
‘https://opencv.org/
Shttps://getbootstrap.com/
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Resultado
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Deteccion y
alineamiento de
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Figura 5.1: Esquema de la aplicacion web del sistema de procesamiento de iméagenes
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Imagen de entrada

- Deteccién
y alineamiento

Resultado

Figura 5.2: Sistema de procesamiento de imagenes
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Figura 5.3: UI de la aplicacién web
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Figura 5.4: Muestra del resultado - UI de la aplicacién web. A la izquierda se observa
el andlisis a la imédgen completa y a la derecha los resultados por cada rostro.




Capitulo 6
Conclusiones y Recomendaciones

La investigacion realizada llevo a cabo el desarrollo e implementacion de un pro-
totipo de procesador de imagenes de rostros para la estimacion de caracteristicas
faciales. Para esto se hizo uso de la metodologia CRISP-DM, que es ampliamen-
te utilizada en el ambito de andlisis de datos, los cuales son imprescindibles para
construir modelos de Inteligencia Artificial. En primer lugar, se realizé6 un analisis
y procesamiento de los datos, a fin de entender sus caracteristicas y prepararlos
para usarlos como materia prima para los entrenamientos. Una vez los datos fue-
ron procesados, se determinaron las técnicas y herramientas en el campo de TA que
serian aplicados en el desarrollo de este proyecto. Con esto en mente, se disenaron
los modelos y se realizaron entrenamientos con los datos previamente procesados,
se emplearon técnicas de Machine Learning y Deep Learning, los modelos de ambas
tematicas fueron analizados individualmente y luego en una vision global. Ambos
enfoques requirieron de un estudio de parametros de los algoritmos e iterativas prue-
bas y evaluaciones. Para estas pruebas se disendé un esquema para plantear como
iban a ser llevadas a cabo para evaluar el desempeno de los modelos. Las mismas
demuestran que se logré a través del procesamiento de datos, utilizacion de herra-
mientas, y el empleo de técnicas de A, el desarrollo de modelos que permiten estimar
el género, raza y edad en imagenes de rostros. Finalmente, se implement6 un sistema
de procesamiento de imagenes teniendo como base el modelo que obtuvo el mejor
desempeno, el cual fue la Red neuronal convolucional (CNN). Este esquema puede

detectar uno o varios rostros presentes en una imagen y estimar las caracteristicas ya

79
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mencionadas. Dicho prototipo disenado y desarrollado en esta investigacion puede

ser utilizado como procesador de imagenes para deteccion y analisis facial.

Como recomendaciones para este trabajo, se proponen las siguientes:

1. Para modelos de Machine Learning, utilizar otros descriptores visuales para la

extraccién de caracteristicas y verificar su eficacia.

2. Emplear métodos de seleccién de caracteristicas mas complejos, como el método
de Informaciéon Mutua (MI).

3. Emplear arquitecturas de redes neuronales que hayan sido entrenadas previa-
mente con grandes cantidades de datos de rostros, para que el proceso de

aprendizaje por transferencia sea mucho mas efectivo.

4. Anadir caracteristicas adicionales, como pueden ser emociones, por supuesto

disponiendo primero de datos etiquetados con dichas caracteristicas.

5. Utilizar Datasets con mayor cantidad de muestras y de ser posible, con clases

maés balanceadas.

6. Emplear una configuracién de procesamiento distribuido, para agilizar los tiem-
pos de entrenamiento y asi poder utilizar méas datos y modelos mas complejos

(mayor nimero de caracteristicas, redes neuronales més profundas, etc).



Apéndice A: Instalacion y

configuracion de Anaconda

Anaconda es una excelente herramienta para crear entornos virtuales y gestionar
paquetes y librerias de Python cuando se trata de Ciencia de Datos y Machine

Learning.

Instalacion
1. Descargar el Instalador para Linux.

2. Luego, vaya al directorio donde se encuentra el archivo y ejecute, para Python
3.7
$ bash ~/Downloads/Anaconda3—2020.02—Linux—x86_64 . sh

Y para Python 2.7:

$ bash ~/Downloads/Anaconda2—-2019.10— Linux—x86_64 . sh

3. El instalador se muestra por pantalla y debe seguir las instrucciones

Creacion de un entorno virtual
Para crear un entorno virtual y especificar algunos paquetes a instalar en él:

81
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$ conda create —m InteligenciaArtificial python=3.7 spyder

De esta manera se creard un entorno virtual llamado InteligenciaArtificial con Python
en su versién 3.7 y el IDE Spyder (PyCharm también es ampliamente recomendado).
Para activar el entorno creado:

$ conda activate InteligenciaArtificial

Instalacion de librerias

A continuacién se listan las librerias necesarias para el desarrollo de los algoritmos
utilizados en este proyecto, algunos deben usarse en una versién especifica a fin de
evitar problemas de compatibilidad con otras librerias o con la versién de Python de

la que dispone el entorno creado.

OpenCV

$ conda install —c¢ conda—forge opencv

Scikit-image

$ pip3 install —U scikit—image==0.16.2

Scikit-learn

$ pip3 install —U scikit—learn==0.22.1

Tensorflow

$ pip3 install tensorflow==2.3.0

Dlib

$ conda install —c¢ conda—forge dlib
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= Flask
$ pip3 install Flask==1.1.2
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