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RESUMEN

Se persigue el estudio y caracterizacién de varias relaciones de explicacion defi-
nidas via operadores de revision de credibilidad limitada introducidos por Hansson
et al. [8] y estudiados recientemente por Booth et al. [2]. Este es un trabajo que
continta el estudio sistemdtico de las relaciones de explicacién iniciado por Pino y
Uzcategui |11}, posteriormente profundizado por los mismos autores en {12] y por
Diaz y Uzcategui en [5, 4] Walliser et al. [14] hacen un estudio similar al realizado
en [11] sobre las conexiones existentes entre los operadores de revision AGM [1] y las
relaciones de explicaciéon definidas a través de éstos operadores. Aqui nosotros nos

proponemos prolongar este estudio usando ideas liminares de Pino [10].
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INTRODUCCION

Coémo encontrar explicaciones es una tarea clave en muchas areas tales como el
diagnostico médieo, la busqueda de causas a disfuncionamientos en sistemas comple-
jos, etc. La utilizacion de modelos que usan la logica matematica es de importancia
crucial en Inteligencia Artificial para encontrar algoritmos para decidir cuales son las
mejores explicaciones de una observacion. Esto puede ser fitil no solo para el disefio
de agentes auténomos (robots), sino para el disefio sistemas semi autométicos de
ayuda a los humanos en el diagnoéstico.

En el enfoque de Pino y Uzcétegui [11] hay una teorfa de base ¥ en la cual se basa
el razonamiento explicatorio. Cuando un par (a, 7) esta en la relacion de explicacion
>y, lo cual se denota a g 7, se tiene que v es una explicacion consistente de a en el
sentido siguiente: ¥ y v son consistentes y ademas ¥ y v implican l6gicamente a, lo
cual es denotado v g «. Ahora bien, esto es una fuerte hipotesis sobre las explica-
ciones. Ya en el trabajo [12] se definen relaciones de explicacion menos restrictivas.
Ese tipo de relaciones es estudiade por Walliser et al. [14].

Usar la revision para definir explicaciones es una idea vieja. Fue introducida por
Becher y Boutilier [3]. Walliser et al. [14] lievan este estudio mas lejos. En su trabajo,

Walliser et al. [14], definen varias relaciones de explicacion asociadas a un operador



de revision. Ellos logran caracterizar axiomaticamente esas relaciones y mostrar la
conexi6n profunda con los operadores de revision AGM.

Nuestro proposito en esta memoria es realizar un estudio paralelo al de Waliser

et al. en el marco de la revisén de credibilidad Limitada.

Esta memoria esta organizada de la siguiente manera: en el capitulo 1 introduci-
remos los operadores de revision [1, 9, 13] que cumplen el principio de prioridad de la
nueva informacion y un tipo de operadores de revisiéon no priotarios como lo son los
operadores de revision de credibilidad limitada introducidos por Hansson et al. [8] y
recientemente estudiados en el marco de la l6gica proposicional finita y generalizados
al marco de estados epistémicos complejos [2]. De igual manera incluimos las relacio-
nes de explicacién propuesta por Walliser et al. [14] en el caso ordenado, en particular
el teorema de representacion. En el capitulo 2 presentaremos la axiomatica de las
relaciones abductivas ordenadas en el marco de la revisién de credibilidad limitada
y daremos un teorema de representacion semantico. En el capitulo 3 se realizara el
mismo estudio del capitulo 2 para el caso de las relaciones abductivas débilmente

reflexivas.



CAPiTULO 1

PRELIMINARES

1.1. La revision Katsuno-Mendelzon

Los modelos l6gicos mateméticos de la revisién de creencias se inician a finales de
los afios 70. Esos modelos pretenden dar cuenta del fenémeno de la incorporacion de
una nueva informacion, prioritaria, a un marco de creencias, de manera que el resul-
tado sea consistente. El trabajo fundador méas completo es el llamado marco AGM
[1], trabajo hecho por Alchourrion, Gardenfors y Makinson en 1985, el cual estudia
un modelo logico matematico de un operador lamado de revisién: una funcién que
ineorpora una nueva informaeién (férmula sobre el lenguaje) al conjunto de creencias
de un agente (teorias logicas) para obtener un nuevo conjunto de creencias revisado.
Estos operadores estan regidos por tres principios fundamentales. A saber: el prin-
cipio de coherencia que nos dice que el resultado debe ser consistente logicamente;
principio de cambio minimal que nos dice que el resultado debe ser lo méas parecido
posible a la vieja informacién; la prioridad de la nueve informacidn que dice que la
nueva informacion debe incorporarse al resultado de la revision. Ellos sugieren que

un buen operador de revisién debe satisfacer 8 postulados béasicos.

Estos postulados fueron propuestos sobre bases filoséficas, plenamente justifi-

3



4 1.1. La revision Katsuno-Mendelzon

cadas en un marco general. En 1991 Katsuno y Mendelzon crearon una forma de
representar los conjuntos de creencias en el caso finito (nimero finito de variables
proposicionales) y reformularon de manera sencilla el marco AGM. En ese marco,
Hamado KM [9], se considera un lenguaje proposicional finito y se representa al con-
junto de creencias por medio de una férmula del lenguaje.

Antes de presentar el marco KM de manera precisa, recordemos las notaciones
maés basicas de la logica proposicional y de ciertas relaciones binarias cruciales en la
presentacién. Sea £ el conjunto de férmulas de un lenguaje proposicional sobre un
conjunto finito de variables proposicionales. Sea V el conjunto de valuaciones para el
conjunto de variables proposicionales. Si w € ¥V y w satisface a escribiremos w F o, es
decir, w es un modelo de a. £~ es el conjunto de formulas cousistentes. El conjunto
de modelos de la formula « es denotado por ] y escribiremos o, ;s si [o]] = {w,w'}.
Sea B cualquier férmula, se dice que una férmula «,, es completa si tiene un Gnico
modelo, [, ] = w, y ademas a, F 8 0 a, F ~f. De ahora en adelante, cada vez
que se denote una férmula como «, esta seréd completa. Si = es un preorden total
(relacion total y transitiva) entonces o~ es una notacion para asociar una relacién de

equivalencia (a ~bsiysolosiasbyb<a)y(a<bsiysdlosia<byb<£a)

Definicién 1.1. Una funcién o : LX L — £ que toma una férmula ¢ que represen-
ta un conjunto de creencias y & otra férmula o que representa la nueva informacién
y las envia a una nueve formule proposicional denotada ¢ o o es llamado operador
de revision KM si se satisfacen los siguientes postulados:

(R1) g¢oata

(R2) pha¥Fl = poa=pha

(R3) aF il = gpoak L

(R{) ¢o1=¢2 ¥y cu=ay = @gioo =pomm
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(R5} (poa)AfFyolahip)

(R6) (poa)Af¥ L = (poajAB=yo(aip)

Donde (R1) es llamado Exito, (R2) Economia (o vacuidad), (R3) Consistencia,
{R4) Independencia de la sintaxis, (R5) Relacional uno y (R6) Relacional dos.

En el caso finito, la definicion de revision KM es equivalente a la de AGM.

Definicion 1.2. Sea ¢ ++<(, una funcidn que asigna a cada férmula proposicional

@ un preorden total <, sobre V. Decimos que esta asignacion es fiel si y sdlo si:
1. Siw; = ¢ entonces wy <, wa pare cualquier wy
2. Siwi Fpyw Fyp, entonces w <, wa
3. St 1 = g enlonces g, =<p,
Donde:
B Wy <, Wy estd definido como wy S, wWo Y wa Ky h
B W ~, wy estd definido como wy S, wa ¥ W X Wy

Katsuno y Mendelzon mostraron un teorema de representacién para los operado-
res de revision.

Teorema 1.1 (H. Katsuno, and A. Mendelzon).
Un operador de revision o satisface los postulados (R1)-(R6) si y sélo si existe una

astgnacion fiel que envia cada formula ¢ a un preorden total <, tal que

[ 0 o] = min{[a], <.}
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La figura siguiente ilustra el significado de los teoremas: los niveles son los modelos
de V ordenados por =, el resultado son los modelos minimales de o con respecto al
preorden <.

Tl

1.2. Abduccion

Muchos procesos que manipulan informacién pueden ser modelados como proce-
sos que buscan una explicacion como el diagnéstico médico, la busqueda de causas
a disfuncionamientos en sistemas complejos, ete. Charles Peirce (1931-1958) fue el
primero en proponer un concepto de abduccidn, al que define como “el proceso de
formacton de una hipotesis explicativa”, en donde se parte de un hecho a y se infiere
la mejor explicacién . Por lo general estas explicaciones son Hamadas hipotesis de
abduccién, las cuales deben explicar los hechos en cuestién y ser los mejores o al
menos buenos candidatos para explicar la observacién. Una observacién puede te-
ner varias explicaciones, y es por esto que usualmente se dice que la abduccién es la

bisqueda de la mejor explicaciéon de una observacién (o de las mejores explicaciones).

Se dicc que un razonamicnto cxplicativo e¢s ¢l proceso de inferir una explicaciéon
de una observacion y un modelo para los razonamientos explicatorios supone la exis-
tencia de una relacién légico deductiva entre las observaciones y sus explicaciones.
En el enfoque de Pino y Uzcategui [11] hay una teoria de base T en la cual se basa

este tipo de razonamiento.
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1.2.1. Relaciones explicatorias E-racionales

Definicion 1.3. Dada una observacion a y una teoria X. diremos que una formula

v (consistente con £) es una explicacion de a st LU {7} F .

Una forma de modelizar la légica de las explicaciones es a traves de las relaciones
explicatorias.

Definicion 1.4. Una relacion explicatoria es una relacion binaria o t> vy entre for-
maulas tal que

aby=>I¥F-v & Zufrtta

La relacion o« > v se lee “v es una relacion preferida de o”. La coleccién
de formulas consistentes con ¥ serd denotada por Formsys y el conjunto de posibles

explicaciones de una formula a es
Expl(a) = {v € Formg : ZU{y}F o}

Una relacion explicatoria > selecciona, para cada « algunas formulas en Expl(a) y

por esto las Hamamos explicaciones preferidas. Usaremos la siguiente abreviacion
QF‘L,@@EU{Q}F—JB

Definicion 1.5. Una relacion explicatoria se diee que es E-racional si satisface las

siquientes reglas

E-CM Si o>y, yparatodo Slat>3d =ty ], entonces (a A f)D .
E-C-Cut Si(aAB)>v, yparatodo Slat>8=>8tys [], entonces ab7.
LLFy, Sitsaed y aby, entonces o > .

E — Cong Si¥Fs —a, entonces existe v tal que o > .
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E-R-Cut  Si(aAB)> vy yexisted tal que §Fsf y a> 4§, entonces ab> .

LOR Siapb~y y B>y, entonces (aV ).

Donde E-CM abrevia en ingles Explanatory Cautious Monotony, E-C-Cut Ex-
planatory Cautious Cut, LLEy Left Logical Equivalence, E-Cony Explanatory
Consistency Preservation, E-R-Cut Explanatory Racional Cut v LOR Left Or.

Pino y Uzcéategui realizan un andlisis sistematico de la busqueda de la mejor ex-
plicacién dada una observaciéon por medio de razonamientos explicatorios y de otro
proceso de inferencia llamado razonamiento no monédtono. Esto se estudia a través
de una relaciéon de consecuencia binaria |~ que no es monotona, es decir, que no se
cumple la regla de monotonfa y de sus propiedades estructurales. Dado esto, algunas
preguntas pueden surgir de forma natural ;Si se sabe como explicar una observacion,
entonces sabemos cuales son sus consecuencias? o si conocemos las consecuencias de
una observacion ;sabemos explicarlas?. Las respuestas a estas interrogantes se pue-
den encontrar en los trabajos de Pino y Uzcategui [11, 12, 13} en donde se establecen
relaciones estrechas entre estos dos tipos de razonamientos. Mas necesariamente, a
cada relacion de explicacion se le asocia una relacion de consecnencia y viceversa. Si
las relaciones de explicacion tienen buenas propiedades, asi ocurre con las relaciones
de consecuencia asociadas y viceversa. Por ejemplo, si la relacién > es E-racional

entonces la relacién de consecuencia |~ asociada sera racional.

También es de gran importancia resaltar la relacién estrecha entre los operadores de
revision AGM y una tipo particular de relacion de consecuencia lamada E-racionales,
esto se debe en virtud al trabajo realizado por P. Gérdenfors and D. Makinson [6] en
donde, a cada relacion de consecuencia le asocian un operador de revision AGM con
una tcoria, y viceversa. Ponicndo cstos resultados juntos, cn ¢l caso en que ¥ csté
constituido por las tautologias, se tiene que hay una relaciéon de va y ven entre las

relaciones explicatorias E-racionales y los operadores de revision AGM.

Siguiendo estas pistas, Walliser et al. [14] establecen varias relaciones directas en-
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tre los operadores de revision AGM y las relaciones explicatorias. Dicho estudio se
presenta en la siguiente seccion.

1.2.2. Relaciones abductivas en el marco de Walliser et al.

En algunos casos es posible considerar eomo hipotesis de abduccion explicaciones

que no necesariamente son buenas, como por ejemplo si el cesped de un campo de
futbol estd mojado podemos abducir que un camion de homberos regd el campo. Es
por ello que la abduccién es no monétona, esto es, la abduccién conduce a inferir
hip6tesis que no pueden ser clasicamente deducidas a partir de hechos dados. Por
otro lado cuando una hipétesis es una buena explicacién de algunos hechos, eso no
quiere decir que es una buena explicacién de estos hechos junto a otros hechos.
En el trabajo de Walliser et al. |14}, los hechos son representados por proposiciones
verdaderas y las hipotesis son proposiciones asumidas, ambos denominados eventos.
En lo que signe de esta memoria, la abduccién estara formada por una creencia inicial
que denotaremos @, una nueva informacién « y una creencia definitiva a fin de incluir
una nueva hipdtesis.

Esquemas de abduccién
Abduccion clasica (deduccion al revés) se define como:
abery siysdlosi 7k a

En este esquema ninguna operaciéon de revisiéon de creencias es involucrada. Es la

mas sencilla de las inferencias a una buena explicacion.
Para los siguicntes csquemas sc supone gue sc tiene un operador de revisién o.
Abduccién no transitiva (explicacion inversa no transitiva) se define por la si-

guiente condicién:

abyry siysdlosti poyhka
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Este esquema es logicamente mas débil que el anterior y es el tinico no transitivo.
Uno abduce una hipétesis para un hecho si se hubiese aitadido este hecho a la creen-
cia después de tener la creencia revisada por la hipétesis, eso significa que la parte
“normal” de la hipotesis v debe implicar el hecho «. Esto corresponde a deduccion

no mondtona al revés,

Abduccioén no reflexiva (explicacion inversa no reflexiva) se define por la siguiente
condicién:

abygy siysétlosi yFypoa

Este esquema es légicamente mas fuerte que el anterior y es el inico que no posee
la propiedad de reflexividad. Afirma que uno abduce una hipétesis de un hecho si
explica deductivamente el hecho revisado. Eso significa que la hipétesis v debe im-

plicar la parte “normal” del hecho o.

Abduccién ordenada (explicacion inversa ordenada) se define por la siguiente
condicion:

ab,y siysblosi povhkyoa

La relacion binaria es ahora reflexiva y traunsitiva y por lo tanto es un preorden,
es logicamente mas fuerte que el esquema no transitivo pero méas débil que el no
reflexivo y no se puede comparar con el esquema clésico. La creencia revisada por la
hipétesis implicaria logicamente la creencia revisada por el hecho. Esto significa que
la parte “normal” de la hipétesis v debe implicar la parte “normal” del hecho a.

1.2.3. Relaciéon abductiva ordenada

El siguicnte resultado cs una modificacion cn el caso seméntico del trabajo realiza-
do por Walliser et al. [14], en donde axiomatizan las relaciones abductivas ordenadas

y las relacionan con los operadores de revision propuestos en el marco AGM [1].

Una relacion de inferencia b> es abductiva ordenada si y solamente si satisface los
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siguientes postulados:

(R) Siy¥ 1, entonces v 7.

(ICD) Siab 7y, entonces a AvyF L.

(FDD) Siabty y 6+ (coné¥ L), entonces a>8 o aA(=d)>a.

(OD) Siaby y ab§, entonces al>yVa.

(MD) Siat«y y yFf, entonces a ASBD 7.

(T) Siap>y y y> 4, entouces ab> 4.

(YI) Siatvy y By, entonces aAfD> 7.

Donde(R) abrevia Reflexividad, (ICD) Infra Clasicidad Débil,(FDD) Fortalecimiento
a la Derecha Débil, (OD) O a la Derecha, (MD) Monotonia Débil, (T) Transitividad
y (YI) Y a la izquierda.

Interpretacion

(R) Dice que toda explicaciéon es explicada por si misma. (ICD), las explicaciones
no son contradictorias con la observacion considerada,(FDD) se puede fortalecer una
explicacion por una premisa dada o bien puede ser abducida la conjuncién de si
mismo y la explicacion reforzada. (OD) O a la Derecha dice que si dos explicaciones
corresponden a una misma observacién, entonces la disyuncién de estas dos tambien
explican la observacion, (MD) siempre es posible anexar a la observacién cualquier
consecuencia de su explicacion; (T) dice que la relacion es transitiva. (YI) Y a la

izquierda dice que la explicacién se conserva por la conjuncion de las observaciones

para las cuales la misma explicacion fue abducida.
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Definicioén 1.6. Se define el conjunto de las ezplicaciones, denotado Expl, como:
Expl = {7y : eziste « tal que a > v}

El conjunto de las explicaciones de a, denotado Expl(a), corresponde a todos
las formulas v que cumplen a >y y el conjunto de las observaciones de 3, denotado
Obs(f3), corresponde a todas las férmulas o’ que cumplen a’ > 7.

Proposicion 1.1. Las siguientes reglas son derwables de los postulados de abduccion

ardenada.

(D1) apvy = vF L

(D2) yta y y¥FL = aby o aA{y)>a
(D3) abvy B = aVvpiby o aVipé.

(D5) a7y y Bra = yVEpy.

(D6) apvy y Bra y ~(a>p) = aA(=F)> 7.
(D7) ~a>vy y YFB ¥y aABD>d = (abd)
(D8) arvy = abaA7.

(D9) Siarvy y fra y YABDS = atfB.

Y
Y
(D4) a7y y By = aVib>y.
Y
Y

Demostracion:
(D1) (No contradiccion). Si a > v por (ICD) se tiene a Ay ¥ L, asf vy ¥ L.

(D2) SiyFa y y¥ 1, entonces aby o aA(—y)>a.

Siykayvy¥F L entonces a¥ L, por (R) se tiene a &> a y de la hipétesis y (FDD)
sesigneque al>7y o aA ()b a.

Més atn, a>y y aA(—y) > « no pucden ocurrir simultancamente, pucs si cste cs
el caso, por (T) se tiene a A (—y) & v y por (ICD) se sigue a A (—y) Ay + L lo cual

es una contradiccion.

(D3) Siary y fr>d, entonces aV>vy o aV 4.
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Es cierto que aF aV 3y B F oV 3, entonces por (D2) se tiene
[aviraloflavBrn(~a)baVvi] v [avipBlo[lavBin(=8)oaVf]

Supongamos que no ocurre (o V 8> a) ni (@ V 3> 3), entonces se tiene
(raABaVB)y (mBAaaV ), por (YI) sesigue (ma) ABA(=S)AaaV B,
es decir L >aV By por (ICL), L A{aV 8)¥ L lo cual es una contradiecion.
Luego (aV > a) o (aV g 1> B) ocurre y junto a la hipétesis y (T) se tiene que
aVBr>y o aVpré.

(D4) Siaby y By, entonces aV D y. Se obtiene directamente de la

proposicion anterior.

(D5) Siapvy y 8F a, entonces YV 3 7.

Supongamos que a > v, de (D1) se tiene y¥ 1 y de (R) vy, por (D4) aVyD 7y,
ademas es cierto que v + vV 8 y por (MD) (aV ¥} A (B V ) > 7. Luego, por la
hipétesis B+ « gune muestra (aVy)A{(yVB)=yV B, asiyV 1.

(D6) Siabvy y BFa y —(ab (), entonces aA (—f)> 1.
Por hipétesis f Fa y —{a > B) de (D2) se tiene a A (=) b a y como a > v, por
(‘L) se sigue a A (=8} > 7.

(D7) Siaby y vFB y aAB>4, entonces (o> 4).

Supongamos que a>yyaABtay ~(a>aApf), por (D6) aA-(aAB)>vo
equivalentemente a A =8 > v, de (ICD) a A =8 A~y ¥ 1, en particular =g Ay ¥ L,
por hipétesis v + 3 entonces f A v ¥ L lo cual es una contradiceion con v+ 3 . Por
lo tanto, se tiene que a > a A [ ocurre, luego por (T) se sigue a B> 6.

(D8) Siat vy, entonces ab>aAy.
Supongamos que at> 7y, aAyF ay ~{at a Ay}, por (D6) se tiene a A ~(aAy) D>y
o de forma equivalente a A —~y > 7y luego por (ICD) a A vy Ay ¥ L, lo que es una
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contradicciodn. Asi o> a A7y.

(D9) Siaby y Bta y vV B>, entonces ab f.
Supongamos que YV >y B F a, por (MD) (vV ) Aab 3 ademés por la hipotesis
al>vypor vk vV 3 se tiene por (D7) que a > f.

Teorema 1.2 (B. Walliser, D. Zwirn, and H. Zwirn).
St un operador de revision o satisface los postulados (R1)—(R6), entonces la relacion

binaria a > v entre férmulas definida como
aby&poykyoa, con @goy¥F 1L

es una relacidn abductive ordenada.

Demostracion:
Basta verificar que se cumple los postulados (R), (ICD), (FDD), (OD), (MD), (T),
(YT).

(R) Supongamos que v ¥ L, queremos mostrar que @ oy = ¢ o. De la hipote-
sis y (R3) se deduce poy ¥ L asi poyk pon.

(ICD) Supongamos que « D> 7y, queremos ver que a A7y ¥ L. De la hipotesis y
(R1) se tiene poy ¥ L, poyk~v y poyka (puespoykgoa y poakt a),
en donde se deduce poyhra Ay, asi aAyF L.

(FDD) Supongamos que a >y y 6 F v (con § ¥ 1), queremos probar que
a>4d o aA(—d)>a.

Caso 1: Supongamos que d A (goy) ¥ L

De 6 vy (R4) se deduce poéd = po(yAd). Por la hipotesis del caso y (R6) se tiene
wo(yAd) F (pov)Ad, en donde es cierto (pov) Ad I wor, luego por transitividad
podlkpoy, asi a4,
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Caso 2: Supongamos que § A (poy) - L

De la hipétesis v (R1) se tiene y ¥ L, poa ¥ L, poyrFa y povyF vy,
de donde se deduce (poa) Ay F¥F L vy povy = (poy)Aa De (R5) se tiene
poy=(poy)Aa=ygo(aAy) = (poa)Ay. Luego, por la hipdtesis del caso y lo
anterior se tiene S A[(poa)Avy] F L, entonces dA(poa)t 1, asi poat -4, de ello
se obtiene (poa)A(—8) = poay por (R5) se sigue que (poa)A—d F po(aA-d),
entonces wo a b @ o (a A—d), asi a A (—6) B> a.

(OD) Supongamos que a >y y a8, queremos probar que « >y V4. Por
la distributividad a la derecha se tiene que p o (yV J) es equivalente a poy 0 @od
o {pov}V(pod), en cualquier caso y por la hipbtesis se tiene que po(yVE) F vyoa,
asf a>yV4.

(MD) Supongamos que a >y y v F 3, queremos probar que a A 3 v. De (R1)
y la hipétesis se obtiene poy 8y como poyt poa se deduce poy F (poa)ApB.
(R5) muestra que (poa)AfS F wo(aAB) y por lo anterior se tiene poy - o (aAf),
asta A B Dy

(T) Supongamos que >y y D4, por definicion poyF poay pod bk poy
obteniendose pod F poa, asi al> 4.

(YI) Supongamos que a >y y [P, queremos probar que a A 3> 7. De la
hip6tesis y (R1) se tiene que poy F poay povyF B, (pues poyF pofBypof f)
de donde se deduce que oy F (poa)AB. De (R4) se tiene (poa) AS F o(aAB),
luego poyt po(aAf), asiaABD 7.

Teorema 1.3 (B. Walliser, D. Zwirn, and H. Zwirn).
Si la relacion > es abductiva ordenada, entonces el operador o, relativo a @, donde

w=MB con p € {8 T} definido por

poa= M3, con Be{Bf: fra}
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1.2. Abducciéon

satisface los postulados (R1) — (R6). Mas ain, o>y < poykpoa conypoy¥ L

y poa={a, aba,}

Demostracion:

i) Primero demostremos que a >y < povkpoacon poy¥F L

(Sélosi) Sipoytkpoaconpoyk | entonces al> 7.

Dado que poa ¥ @, existe S tal que f>ay por (ICD) aAFF LasiakF Ly
por (R) ap a, luego poat ay povyt a. Por (FDD) se sigue que a > p oy
o (A ~(p o)) a, pero esto tltimo no puede ocurrir, pues por definicién
poat B para todo § € Obs(a), asi se tendria poa F a A —~(poy) y por
transitividad g o v b @ A =(p o ) lo cual es una contradiccion, asi se tiene
a > poy. Por otro lado, de la definicion de g oy y de (YI), se tienc p oy > 7.
Luego por transitividad se tiene o > 7.

(Si) Si at> v, entonces oyt poacon woyk L.

Si 3 > a, entonces de la hipotesis y la transitividad se tiene S > 7. Luego,
{B:8pa}C{6: 6 v}, ast A6 F M\ que por definicidn es poy - poa.
De (Y1) y la definicién de @ oy se tiene oy > vy de (ICD) (poy) Ay ¥ L,
asi poykF 1.

it} Demostremos que poa = {a, : a > a,}

(Si) Sia, es tal que a > oy, entonces o, F Yo

Esta prueba es equivalente a demostrar que: si 4> a entonces o, + . Supon-
gamos que B> a y a > a,, de la trapsitividad tenemos 3 & oy, y por (ICD) se
tiene B A o ¥ 1, ast o, - 5.

(Solosi) Siq, € {6: Ba = § F 3} entonces, al>a,. Supongamos que at>
no se cumple. Por hipotesis, tenemos (o B> a) A (o, b @) A ~(a > «,,), entonces

por (D6) se tiene a A (—a,) b a y de nuevo por hipétesis, o, F a A (-ay,), lo
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que es una contradiccion.

iii} Demostremos que se satisfacen los postulados (R1) — (R6)

(R1) De (R) se tiene a > a, entonces por definicién del operador o se ob-
tiene poa - a.

(R3) Supongames que a ¥ 1, de (R) se tiene a I a, asi existe al menos
un 3 tal que 8 & a. De (Y1) se deduce M\B > «, entonces g o e > ae. De (ICD)
se tiene (poa)Aak¥F L, asipoalF L.

(R4) Supongamos que a; = @y, MOStremos que @ o @y = @ o oy,

Caso 1: St a; F L, entonces por {R1) se tiene woo; F L, y como a; =
tambien obtenemos poa F L, asi poa; = goas.

Caso 2: Supongamos que oy ¥ L. De (R) v la hipotesis obtenemos o D> oy
y as b ay, por (FDD) se tiene oy > as o a3 A —as B> ;. Supongamos que
a1 A —ag B> ay ocurre, entonces de (ICD) se tiene ag A—an ¥ L pero esto es una
contradiccion con la hipétesis. Entonces o) > as y de ) se tiene poas F @poay.

De manera analoga se obtiene que as>a; y poa; F poay, asi poay = goay.
Para demostrar (R5) y (R6) es necesario considerar el siguiente resultado:

Hecho: Si fF goa, entonces poB=0

(po B+ B) se obtiene de (R1).

Veamos que B + po 3. Supongamos que S ¥ po 3, entonces SA~(pof)F L.
Lucgo, de B A ~(p o 8) F B y la hipétesis sc tiene BA ~(poB)F poa yde
(R1) BA—(pop)F a ar> « se obtiene de (R), asi por (FDD) se tendria
a>fBA-(pof) o aA-{BA~(gof))a.

Supongamos que a A—(BA (o))t a ocurre, poa b pola A (BA—(poS))]
se obtiene de ¢). Ademéas de (R1) se tiene poal aA—(BA~(pofB)), pero
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1.2. Abduccién

BA-{pofB)Fpoa, entonces BA ~{pof)F an—{fA—(gpof)) loque
es una contradiccién.  Necesariamente se cumple o > S A —~(p o ) y ademas
BA-(pop) - 3, por (MD) se tiene a A > BA—(pof), ycomo f - a se tiene
aAB = B, entonces se deduce B>BA-(gpop). Pori), pofA—(poB) pofl ¥y
por (R1), se tiene pofBA—{poB)F BA-(pof), Hegando a una contradiccion.
Ast, o f.

(R5) Supongamos que v I (p o @) A B, mostremos que v F o (@A ).

Supongamos que v - poa y < F B. Por el resultado anterior, tenemos
poy =, entonces poy - poa. De i} ab>y, entonces por la hipétesis y (MD)
se deduce aA B>+, luego por ¢) obtenemos oy F po({aAB), asiy F po(aAf).

(R6) Supongamos que (poa) A ¥ L; debemos probar que
gol(aAB)F(poa)Ap.

De (R1), (R) y la hipotesis tenemos ab>a, aAfa y aAfF 1, por (FDD)
se tiene a>aAf o aA-(aAB)b>a. Supongamos que a A—~{aAB)D>«, es decir
ocurre a A= a. De 1) se tiene poa k- po(aA—8) v de (R1) poat an-f,
entonces, en particular ¢ o o = =3, en contradiceion con la hipotesis. Ast ne-
cesariamente se cumple a > a A . De i) se tiene po(aAB)F poa yde
(R1) golanp) anpB, en particular po(aAf) F B, asi polaAB) - (poa)Ap.

(R2) Demostrar (p Aa ¥ L = gpoa = ¢ Aa) es equivalente a demos-
trar (p o T = ). Observemos:

Note que ¢ = M{B: BT} = W{ow : T > a,} como 3 a, tal que
T & «, necesariamente ¢ ¥ 1. Ademas por definicion ¢ = po T.

{poT=p)=2(pAa¥F L= ypoa=y¢Aa). Supongamos que p A a ¥ L,
de (R5) v (R6) se tiene (po T)Aa = wo (T Aa)y de (R4) se deduce que
poa=pAa
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1.3. Credibilidad limitada

Hay modelos de cambio 7] en los que no necesariamente se cumple el principio
de prioridad de la nueva informacién. En particular hay diversos tipos de operado-
res de revisién no priotarios. Entre ellos encontramos los operadores de revision de
credibilidad limitada introducidos por Hansson et al. [8] y recientemente estudiados
en el marco de la logica proposicional finita y generalizados al marco de estados

epistémicos complejos [2]. En esta seccién introduciremos este tltimo caso.

Definicién 1.7. Un operador o que satisface CL1 — CL6 es llamado un operador de
revision de credibilidad limitada.

(CL1}) gpoala obien poa=yp.

(CL2) Si o ANa¥F 1, entonces poa=gAc.

(CL3) ypoa¥ 1, siy es consistente.

(CLY) Sip=y¢,a=q, entonces poa=¢ od'!

(CL5) Sigpoata, at f entonces poft 8.
poa o bien

(CL6) ypo(aVB)=<{ pof o bien
(poa)V (poB)
Donde (CL1) es llamado Exito relativo, (CL2) Vacuidad, {(CL3) Coherencia
fuerte, (CL4) Independencia de la sintaxis, (CL5) Monotonia exitosa y (CL6)

Tricotomis.
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Proposicion 1.2. §i (poa)ABF L, entonces popBH B

Demostracion: Si poa = ¢, de la hipotesis A ¥ 1 y de (CL2) poS = pAS,
entonces w o A F f.
Si por el contrario, poa # @, de (CL1) se tiene poa F a. Como a = (aAB)V(aA—f),
de (CL4) y (CL6) se tiene poa = golaAf), o poa = golaA-8) o
poa=fpolanp)|Vipo(an-p)
Sigoa =po(aAf), entonces po (oA fB) # ¢ asi de (CL1) po({aAf)F aAp,
ademas es cierto a A f+ 3, asi de (CL5) o fF 3.

Si poa = po(aA—f), entonces po(aA—f) £ ¢ asi de (CL1) po(aA-f) - an—f8
y poat aA—f, dela hipétesis (poa) A S ¥ L, entonces a A -3 ABF L, lo que
es una contradiccion, por lo tanto woa # p o (e A —8).

Sipoa=[po(anp)Vipe(aA-p), dado que poa # ¢, se tiene po (a APy £ ¢
opo(an—B8)#e¢.

Si po{anpB) £ o, poflanfB)F aA B ademas es cierto a A B+ f, entonces
de (CL5) se tiene po g 5. Sipo(anf) = ¢y polan ) # ¢, entonces
poa =gV (po(aA-f)), pero po(aA-f)F —f, entouces g A ¥ L y de (CL2)
poff=pANfypoptp.

Definiciéon 1.8. Una asignacion fiel CL es una funcion que envia a cade formula
consistente ¢ al par (C,, <) donde [[¢l] CC, TV, <, es un preorden total sobre C,
y las siquientes condiciones valen para todo w,w’ € Co:

1 Siwkpyw ¢ entonces w oW
2. SiwkEpyw o entonces w <, W'
3. Sip=¢ entonees (Cp,<p) = (C;,, g(;,}

Note que 1 y 2 implican que [p] = min{Cs, <.}

Diremos que « es creible si y solamente si [jof] N C, # 0.
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El siguiente lema serd usado més adelante.

Lema 1.1. Sean (, %) y A, B C P(Q2), entonces

i) min(A U B) C min(A) Umin(B).

ii)
iii)

)

min{A) N B C min(AN B).
Si min(A) N B # 0 entonces min{A N B) C min(A) N B.

St min(A) Nmin(B) # 0 entonces min(A N B) = min(A) N min(B).

Demostracion:

i)

iii)

Si min(A U B) = @, se cumple. Supongamos que min(A U B) # 0 y sea
v € min(A U B), por definicion v < w para todo w € AU B. De alli es in-
mediato que si v esta en A, necesariamente v esta en min(A4). Igualmente si v
esta en B, necesariamente v estd en min(B).

Si min(A) N B = 0, entonces se cumple. Supongamos que min(A) N B #
y sea v € min(A) N B, es decir, v X w para todo w € A y ademés v € B.
Sea w' € min{ANB), entonces w K vycomow €A vw,asiv>wy
v € min(AN B).

Sean v € min(ANB) y w € min(A)N B, entonces w € ANB y v < w, ademés
v € ANB, en particular v € A entonces w x v, asi v @ w y v € min(A) N B.

De la hipotesis se tiene min(A) # @ y min(B) # 0, ademas min(B) C B
entonces min(A) Nmin(B) C min(A)N B. Asi de i) y la transitividad se tiene
min(A) Nmin(B) C min(A N B).

Por otro lado, sea w € min(4 N B), en particular w € Ay w € B. De la
hipétesis, existe v € min(A) N min(B), observe que v € A N B, entonces
w < v. Ademis v € min(A), asi v X w y en consecuencia v =~ w, es decir,
w € min{A) Nmin(B). Asi min(A N B) C min(A) Nmin(B).
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Teorema 1.4 (R. Booth, E. Fermé¢, S. Konieczny, y R. Pino Pérez).
o es un operador de credibilidad limitada st y solo si existe una asignacidn fiel
o= (Cpy <) tal que

min([a], %,) st [a]NC, # @
&l de otra forma

[[sooa]]={

Demostracion: (<) Debemos mostrar que se camplen (CL1)-(CL6).

(CL1) Si [[ofnC, # @, entonces por definicion [y o aff = min([af}, <, ) asi poa F a.
Si ffa]l NC, = @ se tiene poal = [¢]], asipoa=y.

(CL2) Si ¢ Aa ¥ L entonces [af] NC, # @, por definicion v o af) = min([o]), <)
Ademis, como [[¢]] = min(C,, X,) se tiene, de la hipétesis [afl N [¢] # 0,
min([o], <,) = [al N ], asi [p o o] = [o N ], es decir poa=pAra.

(CL3) Si [l nC, # 0 entonces [[a] # B, por definicién ¢ o af] = min([[of], <) asi
leoa] # @y porlo tanto poa ¥ L. Si af nC, = @, entonces [ oaf = [¢],
donde p ¥ | asi poa k 1.

(CL4) Se obtiene de la definicién de o y de la asignacién fiel.

(CL5) Supongamos que poa - ay ot 8. Si [l NC, # @ se tiene por defini-
cién [lp o B} = min([[8], <) € [B]}, entonces ¢ o B+ B. Si [ NC, = @, entonces
de la definicién ¢ o f = ¢. Dado que [[af] C [A]} se tiene [a]} NC, = B, entonces
@ o a = . De la hipotesis ¢ o o F « entonces ¢ F «. Pero a F 8, por transitividad
pEpB,asipof B.

(CL6) Si lavB]nC, = 0y como [aVvp] = [a]] U[B] se tiene o] NC, = 0
y [BINC, = B, asi por definicién po(aVf) = ¢, poa = ¢y poff = p. Supongamos
que Ja v 3] NC, # B, entonces o] NC, # B o [B] NC, # 0.
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Caso 1: o NnC, # By [[B] N C, = B. Por definicién [y oo = min(a], <,) y
g o 8] = [l¢]l, mostremos que o (aV B)] = [woa].

(lpolaVvP] Clpoal): Siwe [po(aV B, entonces w <, w para toda

w' € ([o]] U [[B]), en particular w < w’ para toda w' € [[of, asi w € [y o a].
([poa]l € [[wo(aVvp)]): Supongamos que, existe w € [poa] tal que w ¢
[ o (e v B)], es decir, existe w’ € [or V B tal que w’ <, w. Dado que, w € o v A, se
tiene w € [a]U[B], como w € min([a], x,), ' & [a], asiw’ € [B], luego [B]NC, #
# lo que es una contradiccién con la hipétesis. Por lo tanto o (a vV B)]] 2 ¢ o .

Caso 2: o NC, = By [B] NC, # 0. La prueba es analoga al caso anterior ob-
teniéndose oo (a Vv B)] = [[vo 8]

Caso 3: o] nC, # B y [B] NC, # 0. Considere wy, w2, tales que w; € [poa] NC,
ywy € oo BNC,.

En primer lugar, veamos que wy € [[po (e VB)] 6 ws € [[po(aV ).

Supongamos que w; € [ o (o V B)]], debemos mostrar que ws € [ o (a V B)].
Dado que [aV B NC, # 0, se tiene Jpo(aVvB)NC, #B. Seaw € po(aVp)].
como wy; € poall y [woal] C [laf se tiene que wy € [a Vv ], luego w <, w;.
Como w %, wy, se tiene w & [poal y en consecuencia w € [po B, en vista de
esto w =, wy y como wy € [fa V B, se tiene que ws € [y o (a Vv B)]. Analogamente
cuando wq & [y o (@ V B)].

En vista de lo anterior se presentan tres situaciones: w; € o (a VvV B)] y
wy & fwo(aVvB)], obien w, & polaVA) y we € [wo(aVB)], o bien
w € fpolavB]yw €flpolavp).

i) Stwy € f[eo(aVB)yw & [[po(aV B)] entonces poa =po(aVp).
([eoa] 2 wo(aVvp)]): Seaw € [po(aVB)], entonces w <, w', para

todaw € [aV A]], en particular, w <, w', para toda w’ € [[a], asi w € [ 0 ).
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iit)

(lpcall € {po(aVvP)]): Supongamos que existe w € [ o af tal que

w & [po(aVvp)]. De lo primero se tiene w € [Jaf], entonces w € [Ja V ]} por
otro lado existe w' en [Ja Vv f] tal que w' <, w. Dado que w; € [[poal se
tiene wy ~, w y como wy € [[po{aV PB)] se tiene wy; <, w lo cual es una
contradiccién. Por lo tanto poa = po (aV ).

Siw, € lpe(aVvp)]yw: € wol{aV )] entonces po 8 =po(aVvp).
La prueba es similar a la anterior.

Siw; € [po(aVvp)]yws € [po(aVp)] entonces po(aVp) = (poa)V(pof).
(Ivo(av )l < [poa] VpoAl): Siwe [po(aV B)] entonces w € ool
0w € [ipoA] yo que min(faV ], <,) € min([all, <,) N min([8], <,). Si
we€ [[poalUlpop], entonces w € ool ow € [[pos].

(Igoallvipo ] € lwo(avB)]): Supongamos quew € fpoa]y

w ¢ [ o (a V B)], entonces realizando los pasos observados en la segunda parte
de 7) se llega a una contradiccion, por lo tanto w € [[p o (a V §)]]. Analogamente
cuando w € [ o B].  En conclusion o (aV B) = (goa)V(po ).

(=) Supongamos que se tiene un operador o de credibilidad limitada. Se define una

asignacion ¢ — (C,, <) para cada férmula consistente ¢ como:

s C,i={w:poa, =w}

’ r . .
= Paratodow,w €C, w=,w siysolosiwFyoa, s

El siguiente lema relaciona las férmulas creibles y con el postulado de éxito.

Lema 1.2.

i) [a] NCy =0 entonces poa = p.

i) [a] NC, #B  entonces poat a.
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Demaostracidn:

i) Si [la]f NC, = B, entonces para todo modelo w € [[of, p o a, # ., por (CL1)
o, = ¢ para todo modelo w € [[afl. Es cierto que a = a,, V @y, ... qy,

donde [[af] = {w,...,wn}. Por induccién sobre el cardinal de n y por (CL6) se
tiene po (o, V... Va,, ) =pypor (CL4) poa =g

il) Supongamos que o] NC, # By sea w € [Ja]] NC,. Por definicion poa, = a,
en particular @ o a,, F a,, y como a,, F a por (CL5) se tiene p o a F a.

Mostremos que la asignacion, asi definida, es una asignacion fiel.

s o] € C,. Siw € [¢]], entonces por (CL2) p oy, = ¢ A = @, entonces

w € C,.
® <, es un preorden total sobre C,.

Totalidad: Sean w,w’ € C,, se debe mostrar que w <, w ow <o W 0w, W
Por (CL6) se tiene @o(a,Va,)=poa, o po(a.Vay)=poa, o
polau,Vay)=poa,Vyoa,, entonces por definicion [ oa, /] es bien {w} o
{Wo{wlUu{w} asiw<,w 0w Kpw ow,w.

Transitividad: sean w,w’,w” € C, y supongamos que w <, w'yw <y W'yw £y w'.
Por definicién y de la parte i) del Lema 1.2 [poa, ,w”H = {w”}. Considere
poey,, = @o(a,,V a,;). Por (CL8) se tiene [[po O‘ww’,«n"n = {w"} o {w'} o
{w”,w'}. Suponga que [poa, ]} = {w"}. Considere po(c, ,»Va.). Por (CL4)
se tiene poa, ]| = [po(ay »Vau)] = [w']. Por (CL6) po(a, ) = au
o bien @ o a, = o, lo segundo es imposible y lo primero, significa w” <, «', una
contradiccién pues w’ <e W

Suponga que [y oa, s~ = {w'}. Considere @ o (e, V ap). Por (CL4) se tiene
fpoa,, N=Ilpecla,,sVas)]={w} Por(CL6)sc ticne
pola,,Vays)=poa,,, obienpo(a, Vas)=poa, obien
pola,,yVay)=(poa, )} Veoau. En el segundo y tereer caso tendriamos
w" € {w'} lo cual es una contradiccién y en el primero se tiene [poa, /] = {w'}

. e, ’ ” 7
y esto es una contradiccién, pues w <, w. Suponga que [poq, s ]| = {w ,w}
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Considere g o (o, s V &), por (CL4) se tiene poq, v . = po(e, s Va,r) enton-

ces de (CL6) la tnica posibilidad es p o (o, v Va ) = poaq,  Vpoa,r, entonces
[poa,,] ={w} en contradiccion con w <, w'.

Verifiquemos que se cumplen las condiciones para que la asignacién anteriormen-
. . ., 13
te definida sea una asignacion fiel. Sean w,w €C,

L. Siwl g, entonces w = p A,y p Ao, o ¥ L. Por (CL2) se tiene

asi w = @ o, y por la definicién de la asignacion se

@o a’w,w' =pA aw,w"
3

tiene w <, w .

2. Siw k= yw ¢, entonces [ A, /]| = {w}. Por (CL2)
poa, .  =ypAa,,, asi también i oaw’wr}} = {w}, lnego w = g o a,. Y
whpoa,, s, porlo tanto w <, w'.

3. Si ¢ = ¢ entonces por (CL4) se tiene g oo = ¢ o« para cualquier «, entonces
se tiene C, = C;, Yy w =<, w' siy solamente si w <y w'.

Faltaria mostrar que [[poa] = min([al, <,) si [of N C, # 6, de otra forma

lp ool =[]

St fe]] nC, = B, entonees por la parte i) del Lema 1.2, se tiene p o = . Su-
pongamos que [[af] NC, # B, se debe mostrar {[p o af = min([o], <,)-

(lpoa] € min(la],<,)): Supongamos que w & poa y w ¢ min(la]l <),
por la parte i) del Lema 1.2 p o a b o, de igual manera (poa)Aa, ¥ L, porla
Proposicion 1.2 poay, F o, lo que asegura que w € C,,. Considere w’ € min([Ja]], <o)
entonces w <, w y w ¥ woa, . Sea a; una formula tal que [ou]] = [of \ {w,w'}.
Obscrve que a = ey Vay, .+ De (CL4) poa = po(a Ve, /) y por (CL6) poa = poa,
opoa=ypoa,  opoa=(poar)V(poa,,) Observeque poa=gpoaq,, no
ocurre pues w = poq,, » €s una contradicciéon con el hecho w <, w. Sipoa = poay
ocurre, entonces de (CL1) se tiene que poa; Fajopoa; = ¢.

Si poa; F o entonces w = a; lo cual es una contradiccién. Supongamos que
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Yo = i, entonces w = ¢ asi w debe ser minimal contradiciendo la hip6tesis, asi
poa # poay. Queda por suponer poa = (wom)V(poaq, ), pero entonces se tiene
wkypo @, ow E woay, y como antes, en cada caso se llega a una contradiccion.

Asf necesariamente tiene que ocurrir que w € min(faf], <,).

(fpoaf 2 min(flaf,=<,)): Supongamos que w € min([lof, <,), de la hipotesis
y el Lema 1.2 poa F a. Supongamos que w & [ o afl. De (CL3) goa ¥ 1, es decir
existe w' € [y oall. Como w € o] y considerando 3 tal que [B] = [of \ {w,w'}
entonces @ = fVa,, /. De (CL4) y (CL6) se tiene poa=pof o poa=ypoa,,
b6poa=(pof)V ()

Sipoa = poa, s entoncesw & [poa, /]y w €fpo a,, ]| por lo tanto w’ <, w,
pero w es minimal, lo que es una contradiccion.

Supongamos que poa = @of. Si po S+ B, se tiene w' € 8] lo cual no ocurre, asi
de (CL1) se tendra @ o 8 = ¢, luego poa = p y ¢ - a entonces los minimales de «
serén los minimales de ¢ asf w € [y o af contradiciendo la hipétesis.

Queda por suponer p o a = (p o f)V (a, /). Dado que w' € [poal, se tiene
wellpolow €fpo @, ./ ll, siguiendo los pasos anteriores también se llega a una

contradiccion. Asi, se demuestra que [lp o aff 2 min(Jaf], <,)-
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La figura siguiente ilustra los dos casos en el teorema de representacion.

. Mundos
no creibles

( \
\ A/ feoal

Mundos
no creibles

o]l = [lw o]



CAPITULO 2

RELACION ABDUCTIVA DE CREDIBILIDAD
LIMITADA ORDENADA

Este capitulo esta dedicado a dar una caracterizacion axiomatica de las relaciones
abductivas que esencialmente cumplen « >y <> @¢oyk @ oa para o un operador
de revision de credibilidad limitada.

Definicién 2.1. Un relacién t> que satisface AD— A10 es llamada una relacion ab-
ductiva de Creditilidad Limitada Ordenada

(A0) Existe un par o, tal que a >y (> # @).

(A1) Si Ezxpl{a)# 0, entonces abt a.

(A2) Si a7y, entonces aAyF L.

(A8) Si at>v y 6k, cond¥ L, entonces a>8§ o aA~d>1.

(A4) & abv y ab4§ entonces al vVJ4.

29
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(A5) Si aby y yF B, entonces aAfBD7y.

(A6) Si apy y y> 4, entonces ab> 4.

(A7) Si apy y By, entonces aAB>.

(A8) Sia=d y y=v entonces (a7 o >7Y).
(A9) Si Expl(a)#0 y at B, entonces Expl(3) # 6.

Donde (A0) es llamado No trivialidad, (Al) Reflexivida limitada, (A2) Infra
Clasicidad Débil, (A3} Fortalecimiento Débil a la Derecha, (A4) O a la Derecha,
(A5) Monotonia Débil, (A6) Transitividad, (A7) Y a la izquierda, (A8) Indepen-
dencia de la sintaxis y (A9) Monotonia de las formulas explicables.

Definicién 2.2. Se define @, asociade al operador t> como:
¢=Wa,, con o,€{a,:Ta,}
Mds adelante veremos que ¢ ¥ L.

Lema 2.1. Expl(a)#0 < «€ Expl

Demostracion:
(=) Si Ezpl(a) # @ por (Al) a > «, asi « € Expl.
(<) Sia € Ezpl, existe § tal que f > a, como Expl(B) # By f+ a Vv, por (A9)
ExpliaVv B)# 0y por (Al) aV > aV B, como at aV 3 por (A3) se tiene:

aVpca 6 (VA A-~ap>aVf

Si(aVf)A-araVfycomo (aV ) A-a=FA-a por (A8) SA-alaVf,
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como S aV g de nuevo por (A3) se tiene:
BA-apfB 6 (BA-a)A-B>aVp
Si BA-al> By como Bt>a se tiene por (A6) que SA—a>a y por (A2) BA-aAa ¥ L,
contradiceién.
Si (BA-a)A =B aV 8, por (A2) (B A —a) A =B A(aV B)F L, contradiccién.

Como (a Vv B) A—a b aV 3, ocurre a V 8 b a. Es cierto que o F «, luego por {A5)
{aVB)Aara, donde (aV B) Aa = a, por (A8) se tiene a > «, asi Ezpl(a) # @.

Proposicion 2.1. Las sigutentes reglas son derivables de los Postulados (A0)-(A10)
y el Lema 2.1.

(P1} Si a€ Expl entonces ab a.

(P2} Si aba, entonces o, t a.

(P3) Si ab>a y BFa, entonces ab>pB o abaA-f.

(P4) Si Expl{a)# @ entonces e tiene explicaciones completas.

(P5) St avy Bra y (a B8) entonces aA—F1> .

(P6) T tiene explicaciones.

(P7) Si Eapl(a) # 0, entonces a V 31> oV § pare cualquier formula (3.
(P8) Si avvy y B4, entonces aVP>vy o aVS3>d.

(P9) Si avvy y y+B y aABr 4§, entonces ab>4.

(P10) Si Ezpl(aV §)N Expl{a) =9, entonces Ezpl(a Vv ) = Expl(B).
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Demostracion:
(P1) Si a € Expl, se tiene del Lema 2.1 y (Al) que a D> av.

(P2) Si o> ay, por (A2) se tiene a A o, ¥ 1, y como a, es una formula com-
pleta se tiene que ay,  a.

(P3) Por hipétesis a>a y [+ o, por (A3)setiene abf o aA-fpa.
Si a > [ se termina la prueba. Supongamos que no ocurre « > 3, como « > «
y aA-fF a, de nuevo por (A3) se tiene ab>aA-f 6 aA-(aA-p)>a. Si
ocurrte o A-(aA—f) > ay como aA—~{aA-f) = aAf, entonces por (A8) se
tiene a A B> aycomo aAfD a, por (A7) se tiene a AGAaA-3> q, y por
(A2) aABAaAN-BAa¥F L loquees una contradiccion. Asi a > a A-p.

(P4) Si Expl(a) # B de (Al) se tiene a > ay por (A2) a Aa ¥ L. Como a es
consistente podemos suponer que tiene n modelos, es decir:

[[CY»B = {wl, ne® 7(“‘1%} Y = W?:xawi

Afirmacién. oD ¢, para algin i € {1,... n}.
Se demostrara por induccion sobre el nimero de modelos de la formula.

Base inductiva: supongamos que [lof] = {w;}, entonces a@ = a,, y como a > a
por (A8) se tiene o > e, .

Hipdtesis inductiva: Supongamos que, para todo a con n modelos y Expl(a) # @,
existe a,, € FEzpl tal que a b «,.

Considere la formula @, con a > a y {of = {w1,...,wn1}. Como a,, F a por
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P3 se cumple:

ala, o0 abal-u,

St o > v, se termina la prueba. Supongamos que « ¥ «,, entonces a > o A “x,,
por P1 se tiene a A ~a,, &> a A —a,, y ademas [a A —ay, ]| = {ws, ..., wnia}, porla
hipotesis de induccion existe w; € [la A —ay, || tal que o A ~ay,, & o, luego por (A6)
se tiene « b> Oy -

(P5) Supongamos que « > v, entonces por (P1) a > a y como 8 F a se tiene
por (A3)
ab>f 6 aA-Bbo

Por hipétesis (a §3), asi se cumple a A =3 D «, luego por (A6) se tiene a A -S> 7.

(P6) De (AD) se tiene que existen « y 7y tales que a > 7, asi Expl{a) # §. Ademés
ab T, luego de (A9) Expl(T) # 0.

(P7) Como Explla) # 0y o+ aV B, por (A9) Ezpl{ia Vv B) # 0 y por (Al)
aVi>aVvp.

(P8) Como Ezpl{a) # @ por (PT)aVvVpBraVv . EscetoquealaVpy
B+ aV B, entonces por (A3) se tiene:

aVi>a o {aVBiA-a>aVf y aVirf o (aVA-BEaV

Supongamos que no ocurre aV 3o ni aVA> 3, entonces se cumple SA-a>aVj
yaA-BtaV B Por (A7) se tiene SA—aAaA-S>aV, esdecir, L>baV iy
por (A2) sc tiecne L A (e Vv 8)F L, lo cual cs una contradiccion.

Entonces tenemos que aVA>a 6 aV B> de donde (P8) sigue por transitividad (A6).

(P9) Asumamos at> v, YF Sy aA 4. Queremos ver que o > 4.

Primero, observemos que o> o A 4. Supongamos que a fa A 3, entonces de a > 7,
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aNfF ay (P5) se tiene que a A ~(a A ) & v, luego, de (AB), a A = 1> v y por
(A2) se tiene a A = Ay ¥ L, en particular - Ay ¥ L, lo que es una contradiceion
pues por hipétesis v - 3. Por lo tanto ab>aAfB y a A9, asi por (A6) se tiene at> 0.

(P10) Asumimos Ezpl{a Vv B) N Expl(B) = @ como S+ aV 3, se tiene, por (A9),
Expl(8) #  y por lo tanto Ezpl(a V ) = Expl(B).

Supongamos que Ezpl{a Vv 3} # B
[Ezpl(aV #) C Expl(B)): Como aV B> aVByat aVf, se tiene de (A3) y (AS8)

aVp>a o BA-apaVy

como ¢ V 3> « contradice la hipétesis se cumple 8 A ~a>aV 8, ademéas S+ a Vg,
de nuevo por (A3) y (A8) se tiene

BA-ap>B 6 BA-aA-BpaVB

Si BA-aA-B>aV B de (A2) y (A8) se fiene L A(aV ) ¥ L lo que es una
contradiccién, por lo tanto se cumple § A —~a &> . Como Expl(§) # 8, se tiene por
(A1) 81> B vy ademés 8 A —a | 3, entonces por (A3) y (A8)

B>BA-a o AAanf

Si pAa [y como fA—ar> 3 por (AT) se cumple SAaASA-ar 3, luego de (A2)
v (A8) se tiene L A B¥F L, contradiccion. Asi S BA -y como SA-~ab aV [ se
tiene por (A6) que fr>aV 3, asi de nuevo por (A6) se cumple Ezpl(aV ) C Expl(B).

[Expl(B) C Ezpl{a V #)]: Sabemos 1. por lo tanto Expl(8) # §. Entonces como
en la prueba de (P8) aV A« 6 aV 81> 3, lo primero no puede ocurrir por hipotesis.
Asi que a V S 1> 8 y por (A6) se concluye que Expl(8) C Expl(a Vv B).

Observemos que si > es una relacién AOCL, de (P6) y (P4) se obtiene que la
formula ¢ = W/{a, : T > o} es consistente.
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2.1. Teorema de representacion

Teorema 2.1. Sea > una relacion abductiva de credibilidad limitada ordenada. Se
define el operador o relativo a @, las formulas de la definicidn 2.2., asociado al

operador 1> de la manera siguiente:

poa= ) st Expl{a) =0
' T I Woaw, o€ {y:avy} si Ezplla) # 0

entonces el operador o es un operador de credibilidad limitada. Mas ain,
apye (poyhyoa) y (poaka) y (poyky) con yF L

Demostracidn:

) aby e (poykyoa) y (poaka) y (porhky)
(<) Supongamos que poytF poa, poata y poyky.

Si Exzpl{a) = 0 entonces p o = . Si a, ¢, entonces T > ay, v a, b a, de
(A5) y (A8) al>«, asi a,, € Ezpl(a), contradiccién. Por lo tanto Expl(a) # 0.
De manera analoga se demuestra Ezpl(vy) # .

Afirmacion: a>aAy vy a Ay .

De (Al) a>ay ademas a Ay F «, de (A3) se tiene a>aAy o aA—~(aAYy)>o.
Si a A ~(a A7) > o, de (A8) a A —y 1> o, por (P4) existe «, tal que v > o,
por (P2) a,, I v y ademas por la hipétesis «, - ¢ o o, entonces a > a,. Por
(A6) a A=y > ay, y por (A2) a A~y A ey, ¥ L, contradiceién pues a, F y. Por
lo tanto a > o A ~.

Por otro lado, de (A1) v~y y ademéas ~a A~y F 7, entonces de (A3) y>~a Ay
o yA—({—aAy)> .

St v >~ Ay del Lema 2.1 se tiene Ezpl{—a A~v) # §. De (P4) existe o, tal
que "a Ay > a,. De (A2) ~aAyAa, ¥ Lyde (A6) v a,,asia, F oy
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por la hipétesis o, F «, contradiccién. Entonces v A —+(—a A7y) >y y de (A8)
aANyP .
Luego, a> a Ay y aA~vyD vy por trapsitividad o > 7.

(=) Supongamos que > 7.

De (Al) y (P1) se tiene Fzpl(a) # @ y Ezpl{y) # 6.

(poyF ) Sia, b @ory, entonces v >, y por (P2} a, .

(poyk poa) Sia, b @ory, entonces v a, y ademés at> 1y, por (A6) ab> oy,
entonces o, - o a.

(poat a) Sida,t poa, entonces at> o y por (P2) of F a.

Se debe mostrar que el operador o cumple CL1-CL6.

(CL1) goalao goa=e.
Si Ezpl{a) = B, entonces por definiciéon g oo = ¢
Si Expl{a) # 0, entonces existe v tal que @ > v, ast de 4) poa - .

(CL2) SipAa¥F L entoncespoa=ypAa.

(poat ¢ Aa) Sea oy, tal que o, F ¢ y e, F a (tal a, existe por hipotesis).
Por definicién de ¢ se tiene T > «,, entonces de (A5) y (A8) a > a, asi de )
poal a.

Afirmacion: ToaAp v T o

Si o, FaApsetiene o, F ¢y T > a,. Note que a A ¢ = \/ «,, entonces por
(A4) se tiene que T aAg. Porotrolado,si T a,comoat- Ty ToaAyp
se ticne por (P5) que T A —a > a Ay por (A8) —a > a A ¢, luego por (A2)
-aAa Al L, loque es una contradiccion. Asi T > a.

Sea w k= ¢ o « entonces, como ya vimos que Ezpl(a) # §, se tiene que a > «,,
por definicién de @ o . Asi tenemos, a>a, y T > a, por (A6) se tiene T > o,

y por la definicién de ¢, se sigue que o, F ¢.
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(pAhat poa). Seaa, F ¢ Aa, entonces a,  ay a, b . Por defini-
cion de ¢ se tiene T D> a,, y de (A5) y (A8) se tiene que « > «,, es decir,
a,Fypoa.

(CL3) goa¥F L

Si Ezpl(c) = B, entonees p o = @ y como @ ¥ | se tiene poa ¥ L.

Si Expl(a) # @ por (P4) existe «, tal que o > a,, entonces a,, F ¢ o a, asi
poalk L.

(CL4) Sip=¢ y a=a entonces pyoa=¢ oa.
Si Expl(a) = @ por (A8) se tiene Expl{a’) = @, asi por definicién de o se
tiene poa = ¢ y ¢ oo = ¢'. Luego, de la hipétesis y por (A6) se tiene que

2z 2
YoA= Y o .

Supongamos que Ezpl(a) # @, como a o se tiene por (A9) que Exzpl(c’) # 0.
(poat ¢ oa'). 8i a, F poa, entonces a > a,,. Por hipétesis a = o, entonces
por (A8) o D@, asi a, @ oo

(¢ oo Fpoa). Este caso es analogo al anterior.

(CL5) Sigoala y al [, entonces po S+ 8

Caso 1: Expl(B) =0

Por hipétesis « - 3, entonces Exzpl(a) = § por (A9), asi ¢ o & = ¢. De nuevo
por la hipétesis se sigue que ¢ F 8y como g o f = @ se tiene po S F S.

Caso 2: Expl(8) # 0
Por (P4) existe a,, tal que 8> a, y de i) se tiene po B+ 4.
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(CLS6)
poa o bien
polaVBy=<{ pof obien
(poa)V (pof)
Si Exzpl(a V B) = (), entonces por (A9) se tiene Ezpl(a) = @ y Expl(8) = 0,
ast po{aVp)=p,poa=pyypof =y Luegopol(aVp)=poa.

Supongamos que Ezpl{a V ) # 0.

Caso 1: Ezpl(a) = @, entonces Exzpl(a V ) [} Ezpl(e) = §, luego por (P1)0 se
tiene Expl(a vV ) = Expl(B), asi po(aV ) =pop.

Caso 2: Expl(3) = 0. Siguiendo el método del caso 1 se obtiene po(aV) = goa
Caso 3: Expl(a) # @ y Expl(5) # 0.

Consideremos tres subcasos: (go(aV ) ABSE L, (polaVB)) Aat L
y finalmente (po (aVB))ABF Ly (polaVg))Aa¥F L.

e En el caso (po(aV )} A B L probaremos que po(aV ) =poa.
Suponga a,, b po(aVj), como Ezpl(a) # @ necesariamente Expl(a vV 8) # §
(por (A9)). Luego, por definicién de o, se tiene a V > a,. Por (P2),
w, F a Vv B. Por la hipotesis «, ¥ f asi o, F . Como (aV B> ay, y
a,, - a por (A5} y (A8) a a,, asi por definicion de o se tiene o, - poa.
Por lo tanto po(aV f)Fpoa.

Ahora supongamos que o, I~ @ o . Queremos ver que oy, - g o (a V ).
Como a,, I poa, se tiene a D> a,. Por la hipétesis , Ezpl(3) # @, se tiene
de (Al), > 3. Asi tenemos a > «, y B> 3, luego por (P8)

aVpr>a, obien aVvppp
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Veamos que lo segundo no puede pasar. Si @ V f b 3, por (A6) y la
definicién de o se tiene p o f F p o (a V ), de donde facilmente se ve que
BAgo(aV f) es consistente pues los modelos de ¢ o 5 son modelos de S.
Pero esto contradice la hipotesis po (a VvV B)A S+ L. Entonces aV S a,,,
es decir por definicion o, F po(aV ). Asipoat go(aV f).

e El caso po(aV ) Aat L es anilogo al anterior intercambiando el rol
de a y 3. En este caso se tiene po(a V) = o f.

e Por ualtimo consideremos el caso (po{aVa3))Aa¥F L y (polaVB)AB K L.
En este caso probaremos que o (aV f) = (poa)V (po B).

Veamos que po(aV ) (poa)V(poB). Sia, F po(aVp) co
mo antes se ve que o, F aV 8. Asi a, -« o bien o, - 8.

Si a, F o como antes se obtiene e > o, y por definicién a, F poa.

Si a, F 8 se obtiene B> a,, y por definiciéon o, F @ o S.

Asi oy F(poa)V(pofB). Estoes, po{aVB)F (poa)V(poB).

Ahora veamos (p o a) V (po ) F po(aV g F). Demostraremos que
goalt go(aVp) (lapruebade o S @ o (aV f) es analoga).
Sabemos que existe «, tal que a V 3> a, y a, F a; por hipodtesis
Ezpl(a) # 0 asf, por (Al) e a y por (A8), (aV ) Aar a. Entonces por
(P9) a v > a. Luego por (A6) y (A4), se concluye poat po(aV ).

Teorema 2.2. Si o es un operador de credibilidad limitada, entonces para cada @

consistente, la relacion > definida como:

aby& (poyhypoa) y (poata) y (poyky)conyF L

es una relacion abductiva de credibilidad limitada ordenada.

Demostracion: Note quesi yFpoa y poal asetiene v+ ay por CL5
woy k.
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(AB) De (CLZ) se tiene poyp = ¢. Asi p - popy woyp F ¢ Luego se tiene
wDp, ast > # @

Observacion 2.1. En virtud del Teorema 1.4 de representacidn de credibilidad li-

mitada, eriste una asignacion fiel que envia a cada férmule consistente ¢ al par
(Cop, 2y tal que

min([al, <,) si [efNC, #£0
el de otra forma

[[sooa}]':{

donde, C, = {w: poa,t a,}

Entonces la relacion > puede ser definida de manera equivalente como
a7 [ NC#0 y KINC, #0 y min(h]NC,) € min(la] N C,)

Con esta nueva definicion se debe mostrar que > satisface las reglas (A1)-(A9).

(A1) Si Ezpl(a) # 0, existe ~y tal que a > v, luego por definicion ol NC, # @y
min([[e] N C,) € min(fa]l N C,), asi a > a.

(A2) Si b« entonces @ # min([v] N C,) C min(fo] N C,) C [of y como
min([[y]| N C,) C [7], se tiene que o] N[v]] # 8, asi a Ay ¥ L.

/] mm( {[’yﬂ NCy)

[l

(Si v explica a, sus modelos minimales son modelos minimales de a, en particular,
« y v comparten modelos, ast a Ay ¥ 1)
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(A3) De la hipotesis se tiene min([y]] N C,) C min([of] NC,), [of NC, # 0,
[INCe#0, [] €] v [0 # 0.

Caso 1: Si [[6]] N min([[y]] N C,) # B, entonces como [[6]] # @y [[6] C 7], es
facil ver que @ # min([[¢]] N C,) C min([[v] N C,), por transitividad
min([§]] N C,) € min(Ja] NC,), asi at>4.

7~ min([o] N Cy)

(Si todo modelo de ¢ es modelo de v y al menos uno de sus modelos es modelo
minimal de v, entonces los modelos minimales de ¢ son modelos minimales de v, en

particular, son modelos minimales de &)

Caso 2: Si [8] nmin([y]] NC,) =0, se tiene que min([laf] N C,) C [-8]], pues de
lo contrario existiria w € min([fe] N C,) N [8]] pero w € [[y] asi w € min([y] N C,)
lo cual contradice la hipotesis. Ahora bien como min(fja]] N C,) C [—6] es claro que
man(flaf] N [-6] N C,) = min([afl N C,). Entonces, por transitividad
P+ min([[v] N C,) € min([la]] N [-6] N C,) o lo que es lo mismo

B #£ min([v]] N C,) € min(la A =8 NC,) asi a A= &> 7.




42 2.1. Teorema de representacién

(Si todo modelo de § es modelo de 7y pero no modelo minimal de v y los minimales

de v estén entre los minimales de a, entonces —4§ contiene los modelos minimales de a)

(A4) De la hipotesis y por el Lema 1.1 parte i) se tiene
min(([y v 8] N C,) € min([y] N C,) Umin([8] N C,.)  min([la]] N C,),
asi a >y Vé.

(Si los modelos minimales de v y los modelos minimales de § son modelos minimales
de «, entonces los modelos minimales de la disyuncién vy V é también son modelos

minimales de a)

(A5) Por hipétesis, min([v] N Cy) C min([lafinC,), y min([+]NC,) C [v] < [8]-
Asi, min([v]] N C,) € min({laf) N C,) N [B]l. Del Lema 1.1 parte ii) se tiene
min([[allNC,)NIBL C min([a A BINC,), luegomin([y]} N C,) C min([la A BN C,),
asi a A B D> y.

min([a A 8] N C,) / min([y]nC,)

[l

(Si los modelos minimales de v son modelos minimales de @ y todo modelo de «

es modelo de 3, entonces los modelos minimales de v son modelos minimales de la
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conjuncién a A f3)

(A6) Se tiene min([y]]NC,) C min([a]NC,), vy min([6]NC,) C min([y]NC,),
luego por transitividad @ # min([[6]] N Cy) C min(fa]] NC,) asi a> 4.

min([[6] N C,)

[l

(Si los modelos minimales de § son modelos minimales de 7y y estos a su vez son mode-

los minimales de «, entonces los modelos minimales de § son modelos minimales de o)
(A7) Delahipotesis, min([y]NC,) € min([o]nC,) v min([+] N C,) € min([[B]| N C,).
Asi, min([[v]] N Cp) € min([of 0 Cp) N min([B] N C,). Del Lema 1.1 parte iv) se
tiene min([lofl 0 C,) Nmin([[8] N Cy) = min({a]] N [8] N Cy). Luego

min([[v]] N C,) € min(fla A Bl NC,), asi a A B> 7.

[l
(Si los modelos minimales de 7y son modelos minimales de @ y de 8, cntonces son

modelos minimales de a A )

(A8) Si e v entonces de la hipétesis se tiene min([[y]] N C,) C min([[o/]] N C,)

asi o' &> 7. El reciproco es andlogo.
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/L min(l7) N C,)

(Sia =o' y v =+, entonces sus modelos minimales coinciden respectivamente, por
lo tanto, si los minimales de v son modelos minimales de a entonces los minimales

de v son modelos minimales de o y viceversa)

(A9) SiExpl(a) # 0 existe v tal que ar>. Luego @ # min([v]] N C,) C min([a] N C,)
y como [} C [B]] se tiene [ NC, # & y min([B] N C,) # B, entonces £ > 3, asi

Ezxpl(B) # 0.

[l

(Si v explica ¢, sus modelos minimales son modelos minimales de «, en particular
son modelos de 3, asi 3 tiene modelos en C,, luego tiene modelos minimales y por

ello se explica a si misma)

De los Teoremas 2.1, 2.2 y del Teorema de representacion de los operadores de
revision de credibilidad limitada ( Teoreme 1.4), obtenemos el siguiente resultado:
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Teorema 2.3. > es una relacion abductiva ordenada st y solamente si existe C, C'V

y un preorden total <, sobre C, tal que:

a >y e min([y] NGy, <) € man(af N Cy, <) ymin(fy] N Cp, <) #0
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CAPITULO 3

RELACION ABDUCTIVA DE CREDIBILIDAD
LIMITADA CON REFLEXIVIDAD DEBIL

Este capitulo esta dedicado a dar una caracterizaciéon axioméatica y seméntica de
las relaciones abductivas que estan definidas esencialmente por

ab>y & yhyoa
en donde o es un operador de revision de credibilidad limitada.

Definicion 3.1. Un relacién > que satisface B0 — B8 es llamada una relacion ab-

ductiva de credibilidad limitada con reflexividad débil
(BO) Expl(T)+#0.

(B1) Siab+y, entonces yF¥ 1.

(B2) Siaty y 6k, cond¥F L, entonces al>4.

(B3) Siabvy y ard entonces al>yVJ.

47
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(B4) SiaABpDdyexisteytal quea>y y yH B, entonces ab> 4.
(B5) Siaby, entonces vF .

(B6) Siabvy yyFp y aAB¥F L, entonces ahfry.

(B7) a=c¢ y y=1v, entonces (a>y&a >v).

(B8) SiExpl(a)#® y al 8, entonces Expl(Bf)#0.

Donde (B1) es llamada No contradiecion, (B2) Fortalecimiento a la derecha,
(B3) O a la Derecha, (B4) Corte débil, (B5) Infra clasicidad, (B6) Monotonia
cautelosa no reflexiva, (B7) Independencia de la sintaxis y (B8) Monotonia de las

explicaciones.

Definicion 3.2. Se define ¢, asociado al operador > como:
o=Wa,, con az€ia,:Tra,}

Observacién 3.1. Note que si > satisface (B0), (B1} y (B2) la formula ¢ de lo
Definicion 3.2 es consistente.

Proposicion 3.1. S a1y, entonces yr> 7.

Demaostracidén: St at>y entonces de (B1) y (B5) se tiene v ¥ L y v F a, ademés
es cierto que 7y 7, entonces de (B6) se tiene c Ay D>y y como vy o, o Ay = .
Asi, por (B7), v 7.
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3.1. Teorema de representacion

Teorema 3.1. Sea > una relacion abductiva de credibilidad limitada no reflexiva.
Se define el operador o relativo a ¢ (la férmule de la Definicion 3.2) asociado al

operador > como:
_ © si Explla)=10
poa= .
Wau, a, € {y:a>y} si Expl{a)#0

entonces el operador o es un operador de credibilidad limitada. Mas ain,
apye (YFpoa) ¥y (poaka) con yF L

Demostracion:

i) Comencemos probando la siguiente equivalencia
’. apby& (Yyhypoa), (poaka)yyF 1L

(¢=) Supongamos que ¥ - poa y goa b a. Sia tiene explicaciones
entonces existen {a,} elementos de Expl(a) tales que v F Weaw, para todo
i, luego por (B3), a > Weay, y como v F Wea, se tiene por (B2) o> 7. Si «
no tiene explicaciones, entonces existen {a,,} elementos de Expl(T) tales que
v F We,, para todo i, luego por (B3) y (B2), se tiene T I vy, ademas vF a y
T Aa¥ L, entonces, por (B6), T Aab vy de (B7), ab .

(=) Si a4, entonces por (Bl) v es consistente. Se puede definir

] = {w,...,w,} donde ~= \X/";xaw:—

cntonees ay,, -~ para todo i. Por (B2) e > «,, entonces ¢y, - ¢ o o para todo

i. Luego, Wi o, Fypoa,asivFpoa.

Por otro lado, a > ¢ para todo a, F ¢ o a, entonces por (B3) a, + a,

asit Wa,bFa y poalka.
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ii) Se debe mostrar que el operador o cumple (CL1)-(CL6)

(CL1) poalta 6bien poa=y.

Si Ezpl(a) = 0, entonces p o = . Si Expl(a) # 0, existe y tal que a >y y
por i} poal a.

(CL2) SipAaF L entonces poa=gAa.

Sia,HpAaentonces T a, va,a Comoak | entonces TAa¥F Ly
por (B6) y (B7) se tiene a b «,, asia,Fypoa.

Sea a,, F ¢ o a. Dado que Expl(a) # @ se tiene por definicion a > a,. Como
pAa¥F L, existe oy tal que T D> ay y ay - a. Luego de (B4) T > a,, asi
a,, F . Por lo tanto a;, F ¢ A a.

(CL3) gpoak L.

Si Ezpl(c) = 0 entonces @ o @ = ¢, como ¢ ¥ L (ver Observacion 3.1) se
tiene poa ¥ 1. Si Ezpl(a) # § existe 7 tal que a b> 7, luego por (B1) v ¥ L,
asf existe a,, tal que a, I v, entonces por (B2) a > a, asi a, F poay, por lo

tanto, ¢ o a es consistente.
(CL4) Sip=¢ y a=a entonces poa=y oa.

Si « no tiene explicaciones entonces & no tiene explicaciones, luego p oo = ¢
yood =¢,asigoa=y oa.
Si « tiene explicaciones existe a,, tal que a, F poa ¥y a > a,, luego por (B7)

o' B> oy, por lo tanto ay, ¢’ o a’. El reciproco es analogo.
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(CL5) Sipoala y alt 3, entonces po S+ S.

Supongamos que « no tiene explicaciones, entonces poa = ¢, de esto y la
hipotesis se obtiene ¢ + «. Luego, st a, F ¢ se tiene T > ay,, a, F a ¥y
T Aa¥F 1, entonces por (B6) T Aab> a,, asi por (B7) a > a,, lo que es una
contradiceion con lo supuesto. Por lo tanto, a tiene explicaciones, asi de (B8)
B tiene explicaciones. Si a, - ¢ o f por definiciéon 8> a,, asi por (B) o, F .
Por lo tanto, o g+ f.

(CL6)
@woea o bien
po(aVp)y= wof o bien
(poa)V (poh)
Si Exzpl(a v ) = @ de (B8) se tiene Expl{a) = ¢ y Expl(8) = @, luego
polavB)=p, poa=p y wofl =, asi por ejemplo, po{aV ) =ypoa.

Supongamos que Ezpl{aV 3) # 0. Por (CL3) po (aV ) ¥ L, asi existe o, tal
que aV > a,ypor (BS) a,FaVvy

Caso 1: Si Exzpl(a)# @y Expl(8) = @, entonces po(aV ) =ypoa.

En efecto, sea oy F o (aV B), entonees aV B>, por (B5) o FaVf. Si
a b By como (aVB)AB¥F L se tiene por (B6) (aVB)A B>« y de (BT)
B> a, lo que es una contradiccién. Luego a ¥ 3, asi oy - a y de (B6) y
(B7) se tiene o > o, por lo tanto ay F poa.

Si ay F o, entonces a > a ;. Si o, F S entonces como a V > o, de (B6)
y (B7) se tendria 8 & a, lo cual no ocurre, por ello a, ¥ 3y como a, - a V j,
nccesariamente o, - a. Tenemos a > oy, es decir por (B7), (aVB)Aab>a,;

H

ademés aV B> a, ¥y &, F a. Asi, de (B4), a VB> ay, es decir a, F go(aVp).

Caso 2: St Expl(a) =0y Expl(83) # B, entonces po(aVB) =pof
Caso analogo al anterior.
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Caso 3: Expl(a) # 0y Expl(B) # 0. Considere a7 y a » tales que, a > a
y B o, .

i)

StaVppayyaV By an, entonces po(aVp)=poa.
(po(aVP)Fpoa) Seaa,F po(aVf), entonces aV 1>, y de (B5)
a, Favp.

Sia,FByademas (avVBIAB =By (aV B)ABD oy, se tiene por
(B4) a vV B> an, lo que contradice la hipétesis. Asf a, - @, y ademas
(aVBYAa¥F L, entonces por (B6) (aV ByAara, y de (BT) a > a,,
por lo tanto a, F g o .

(poat po(aVvp)) Seaa, b woa entonces at> . De la hipotesis y (B5)
se tiene a b «, entonces como (aVf)Aa = «, por (B7) (aVh)Aalta,.
Como también tenemos a V B> oy y a F «, por (B4) aV > «, por

lo tanto a, F ¢ o (aV B).

SieVBpeay,yaVBp>ay, entonces polaVf)=gof.
Anélogo a 1)

StaVfbayyaVpeanr, entonces pof{aVpy=(poa)V(pof).
[po(aV @)k (poa)V(pof)]: Seaa, b po(aVeta), entonces aV >,
yde (B5) a, FaV . Sia,F aycomo (aVB)AaF L, se tiene por
(B6) (aVB)Aa a, ypor (B7) ab a,, asi a,F (poa)V(pof). Si
o, ¥ o, entonces o, - 3, realizando pasos analogos se obtiene o, - po 8
y por lo tanto a, F (poa) V (g o f).

[poaVvypofBtyolaVA): Seaa,t (poa)V(pof). Sia,Fypoa
entonces o D> a,. De la hipotesis y (B5) se tiene a - o luego de (B4)
aV B a,, por lo tanto a, F @ o(a Vv ). Sia, F ¢o B, se procede de

manera similar.
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Teorema 3.2. Si o es un operador de credibilidad limitada y ¢ una formula consis-
tente, entonces la relacion > definida comoal>y & (Y poa) y (poak a) con
v ¥ L es una relacion abductiva de credibilidad limitada con reflexividad débil.

Demostracion:
(BO) De (CL3) @oT ¥ 1, entonces existe 7y tal que v F @o T, como [T|NC, # @ se
tiene o o T]| = min([T]NC,,), luego [[v]] C min({[TINC,), asi Ty y Ezpl(T) # 6.

(B1) Es inmediato de la definicion.

Observacién 3.2. En virtud del teorema de representacion de credibilidad limitada,
existe una asignacion fiel que envia a cada formula consistente @ ol par (C,, <) tal
que

call = min(fall, <,) si [alNC,#0
lpeal= { l¥l de otra forma

donde, C, = {w: poa,k a,}

Entonces la relacion > puede ser definida de manera equivalente como
abyefanC,#0 y [l Cmin(le] NC,), con ] #6

Con esto es mds facil demostrar que > satisface las reglas (B2)-(B8).

(B2) De la hipotesis, [y] € min(Ja] NC,) v [6] € [7]], se obtiene de la transiti-
vidad [[0]] € min([la]] N C,) y como [d]] # @, se tiene a > 4.

e
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(Si todo modelo de § es modelo de vy el cual a su vez esta constituido por modelos

minimales de a, entonces & explica a.)

B3) Si [1] € min(le] 0 C,) v [8) € min([a] N C,) ¥ [] # B # (0], en
tonces 0 # [vV 3] C (WU ] ¥ [} U 18] € min(lal N C,), asi am 7V 4.

(Si todo modelo de 7y y todo modelo de § son modelos minimales de «, entonces los

modelos de la disyuncién también son modelos minimales de «, asi vV ¢ explica a.)

(B4) De (B1) [0} ¥ L y como [yl € min(lafl N C,) v [} € [B]] se tiene
man(Je N Cp) N8 # 0, luego del Lema 1.1 parte i) [6] C min(fe A BN C,)
y min(fa A B] 0 C,) € min(faff N CL) N [B], por lo tanto [&]] € min([a]NC,)
at>é.

(Si todo modelo de 7 es modelo minimal de a, y a su vez modelo de 3, entonces
toda férmula cuyos modelos son minimales de a A 3, estara constituida por modelos

minimales de c.)
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(B5) Si a >y se obtiene por definicién [[y] € min(fa] N C,) C [, asi por
transitividad [[y] C {[a]}, es decir, v a.

(St todo modelo de v es modelo minimal de «, entonces es modelo de a.)

(B6) De la hipétesis []] C min([a] N C,), [MI #0 v [] C [8]
y del Lema 1.1 parte it) [[v] € min([a] N Cy) N [B]] C min([a A B N C,), asi
ahApfy.

(St todo modeclo de 7y cs modelo minimal de «, y a su vez modelo de 3, entonces los

modelos de 7 son también minimales en [Ja A 8].)

(B7) Si oty entonces de la hipétesis se tiene [[y']] € min(flo’] N C,) asi o/ > .

El reciproco es anélogo.
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[l

(Si v explica a «, entonces cualquier formula que comparta los mismos modelos con
~ también explica a a y en general, explica a cualquier formula equivalente con a.)

(B8) Note que para cualquier formulaa’, Exzpl(a’) # @siy solamente si [o/]] N C, # 0.
Entonces, si Fzpl(a) # 0 se tiene [[af] N C, # 8, pero si ademas [[a]] C [B], obvia-
mente [[B]] N Cy, # @ y por lo tanto Expl(8) # 6.

De los Teoremas 3.1, 3.2 y 1.3 se tiene el resultado siguiente:

Teorema 3.3. ©> es una relacion ebductiva de credibilidad limitada con reflexividad

débil si y solamente si existe C, €V y un preorden total <, sobre C, tal que
a>y & [o 0C, #0, [yl #0 y [v] € man(fe]) N Cp. <)

Note que la estructura (C,, <,,) define una relacién racional (es una estructura
racional) definida por aj~ 8 si y sélo si min(fa]l N C,, <) C [B]]. Asi
Cla)={B: al~ g} = Th(min([o]jNC,, <,)). Ahora bien, por el teorema anterior,
si I> es una relacién abductiva de credibilidad limitada con reflexividad débil, se tiene
a7y € 7] € [C(a)] es decir que t> es una relacion E-racional (ver [11]). En este
caso X = Th(C,).

Por lo tanto tencmos lo signicntes:

Teorema 3.4. Una relacion > abductiva de credibilidad limitada con reflexrividad

débil no es otra cosa que una relacion E-racional en donde ¥ = Th({w : «a, > a,}).

El corolario de esta discucién es que se tiene una axiomatizacién alternativa de

las relaciones E-racionales en donde ¥ esta implicito.



CONCLUSION Y PERSPECTIVAS

Hemos estudiado diferentes esquemas abductivos definidos en términos de opera-
dores de revision de credibilidad limitada. Hemos dado caracterizaciones semanticas
de ciertos operadores de abduccion. Uno de los subproductos es tener una caracte-
rizacion alternativa de las relaciones E-racionales en donde X la teoria de base esta

implicita.

(Queda por estudiar y caracterizar otros esquemas de abduccién. También esta abierto
saber si las caracterizaciones axiomaticas son miniiales.
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