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Resumen: En la actualidad se desarrolla un creciente interés por la automatizacién,
sobre todo por el reciente auge del Internet y el impacto que ha tenido en la comu-
nicacion entre las diferentes partes del mundo. Este trabajo propone el uso de estas
tecnologias para la creacion de una herramienta con la funcion de identificar expresio-
nes verbales fijas venezolanas. Entre los problemas que presenta el procesamiento del
lenguaje natural en los 1ltimos anos, se encuentra la necesidad de entender la seménti-
ca de un texto, papel que las expresiones verbales fijas toman de primera mano, pues
su cualidad nada sintactica las vuelve un objeto sumamente interesante de estudio.
No obstante, la mayoria de los estudios realizados en procesamiento del lenguaje estan
enfocados al idioma inglés, debido a su establecimiento como lengua Franca, por esta
razon, estudiar la morfologia del espanol es un area que tiene muchos descubrimien-
tos por hacer. El objetivo de esta investigacién es el de lograr identificar expresiones
verbales venezolanas conocidas, dentro de un contexto. Para esto se propone la crea-
cion de una base de conocimientos de expresiones construida mediante un diccionario
de expresiones con la cudl se recopilara informacién. La recopilacion se ha realizado
utilizando la red social Twitter, pues, no solo ofrece una inmensa cantidad de datos,
sino que también provee de geolocalizacién de dichos datos, informacién importante al
momento de estudiar estas expresiones. Se ha adoptado un enfoque supervisado para
la identificacion de estas expresiones, y a partir del conjunto de datos obtenido desde
Twitter se consiguieron mejores resultados al utilizar técnicas de extraccién de carac-

teristicas combinando métodos sintacticos y seménticos para los modelos entrenados.

Palabras clave: Mineria de texto, Procesamiento del Lenguaje Natural, Identificacién
de expresiones verbales fijas, algoritmos de clasificacién, extraccién de caracteristicas.
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Capitulo 1
Introduccion

El ser humano a través de la historia se ha caracterizado como un ser social,
valiéndose de diferentes estrategias para expresar sus pensamientos, emociones e
inclusive vivencias con otros, originando los distintos tipos comunicacién (verbal y no
verbal); sin embargo, debido a que cada poblacién se ha desarrollado de forma aislada,
cada sociedad ha creado una forma diferente para comunicarse entre si; un idioma
propio que ha creado una barrera que debe superar cada individuo para poder entablar
una conversacion verbal con otro distinto a sus companeros habituales. Debido a los
procesos actuales de globalizacién, cada vez es mas comtn el contacto entre distintas
civilizaciones, siendo necesario entender al otro; debido a que en ello esta la clave
de una negociacion efectiva, acuerdos beneficiosos, relaciones interpersonales exitosas,
entre otros.

Esta problematica ha sido abordada mediante diferentes herramientas que sirven
de traductores carentes de sentido idiomatico, efectuando equivalencias de palabras
entre ambos idiomas para una comprension parcial. .. Si esto ha sido asi para diferentes
idiomas, ;jqué ha ocurrido con aquellos que utilizan el mismo idioma? ;Pueden
entenderse de manera efectiva? Es frecuente encontrar regiones que aun cuando
hablan el mismo idioma, se pueden observar en ellos ciertas diferencias idiomaticas,
denominadas como expresiones idiomaticas, que nacen en el seno de cada poblacién
debido a las distintas influencias histéricas, sociales y culturales a las que estan o han

estado expuestas. Muchas de estas expresiones; tan comunes en el haber cotidiano,



1 INTRODUCCION 2

suelen ser muy distintas dependiendo del lugar que provengan, por lo que presentan un
obstaculo al momento de efectuar alguna interaccion, en especial en la actualidad donde
estan presente mas que nunca en las redes sociales, medios a los cuales cualquiera puede
acceder y publicar con varios fines, tales como informativos, recreativos, laborales, entre
otros.

Poco o nada se ha hecho al respecto para superar esta problematica, y debido a
que serfa accidentado (y costoso) asignar a un experto (o varios) la tarea de traducir en
tiempo real, resulta mas efectivo asignar un personal no humano para tal actividad, es
por ello que una computadora es la mas indicada para asumir esta tarea, pero debido a
la poca fijacion de las expresiones idiomaticas y a su significado variante dependiente del
contexto, esta debe ser ensenada previamente, para que asi pueda efectuar de forma
eficiente su labor. Aqui es donde comienza el rol del aprendizaje automaéatico como
solucion del problema.

El Aprendizaje Automatico o Aprendizaje de Maquina (del inglés Machine
Learning) es un tipo de inteligencia artificial (IA) que permite que un computador
tenga la capacidad de aprender sin ser explicitamente programado. Se define como
el proceso de programar una maquina o computador para que sea capaz de entregar
resultados lo suficientemente ttiles en base al uso de datos de ejemplo o experiencias
pasadas [1]. En este proyecto se utilizard aprendizaje de méquina para la clasificacién
e identificacion de expresiones verbales fijas venezolanas dentro de textos en espanol.

Segun [2], la clasificacién es el proceso de dividir el mundo en grupos de
entidades cuyos miembros son similares entre si. Andlogamente, la clasificacién de
textos consiste en la asignacién de un grupo de palabras del lenguaje natural a ciertas
categorias dependiendo de su contenido. En esta investigaciéon no se hace distincién
entre las palabras categorizacion y clasificacién en el contexto textual, de hecho, segiin
el Diccionario de la Real Academia Espanola [3] se define el concepto de clasificar
como “Ordenar o disponer por clases algo”, mientras que categorizar se describe como
“Organizar o clasificar por categorias”; esto sugiere que son sinénimos, en contraste con
eso, el autor Coseriu hace distincién entre los conceptos categoria y clase, definiéndolos
como el “qué” y el “como” respectivamente, ademas, describe que las categorias pueden

justificar la constitucién de las clases, pero no pueden definirse como clases [4]. En [2]
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también se detalla de manera mas técnica la diferencia de los conceptos realizando
una comparacion exhaustiva de los términos tomando en cuenta caracteristicas como
proceso y estructura. Para este trabajo, cuando se trate de clasificacién se referira
a la identificacién de las expresiones verbales fijas venezolanas de entre las demas
expresiones fijas.

Es importante destacar que los conceptos de “unidad fraseolégica” y “expresién
idiomatica” son utilizados sin distincion, y que esta investigacién, ademas, se centra
en un tipo de expresion idiomatica: las locuciones verbales, pues a pesar de ser fijas,
son las que presentan mayor variacion en su nucleo: el verbo; este tipo de unidad

13

fraseoldgica “...es la mas sistematizada y la que ha despertado un mayor interés entre
los investigadores” [5].

Para clasificar textos con aprendizaje de maquina o para el manejo de datos
en general, es necesario conocer algunos de algoritmos usados en programacion, estos
suelen clasificarse en tres grandes categorias: aprendizaje supervisado, aprendizaje no
supervisado y aprendizaje por refuerzo. Los algoritmos supervisados pueden aplicar lo
que se ha aprendido en el pasado con los nuevos datos; los algoritmos no supervisados
pueden extraer inferencia de los conjuntos de datos y los algoritmos por refuerzo
descubren via prueba y error las acciones que conllevan a mejores resultados [1]. Para
el disefio del médulo se utilizaran aprendizaje supervisado.

El proyecto estd dividido en cinco partes: El primer capitulo introduce los
conceptos preliminares y trabajos relacionados, la razon por la cual se realiza el proyecto
y la metodologia a utilizar; el segundo capitulo, el marco tedrico, desglosara con detalle
los algoritmos a utilizar y los conceptos de lingiiistica y programacion necesarios para
desarrollar el modulo. El tercer capitulo contiene la metodologia utilizada para la
preparacion de los datos a utilizar, asi como también las técnicas y recursos de los
que se hard uso para cumplir los objetivos. El cuarto capitulo corresponde al desarrollo
del médulo del identificador, la etapa experimental; las simulaciones y resultados estan
disponibles en el quinto capitulo, y por ultimo en el capitulo seis se contemplan las

conclusiones, trabajos futuros y recomendaciones.
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1.1. Antecedentes

1.1.1. Clasificacion de textos y documentos

En 1961, Maron hace mencién del “indexado automatico”, un indicador que
decide de qué manera se hace que un documento pertenezca a una categoria. Senala que
la dificultad para categorizar documentos de forma automatica reside en su contenido,
porque existe un conjunto de documentos y una serie de categorias en las que dichos
documentos podrian encajar, pero estas categorias no son exclusivas ni completamente
independientes. La forma de hacerlo, consiste en leer documentos y en base a las
palabras claves determinar a qué categoria pertenece [6].

La clasificacién automatica de textos ha sido estudiada en gran medida desde
hace mas de dos décadas [7] y hoy en dia sigue siendo usada. En [8] definen la
categorizacion o clasificacion de textos matematicamente como la tarea de asignar
un valor binario a cada par < d;, ¢; > perteneciente a DzC, donde D es un dominio de
documentos y C' = cl,. .., c|c| es un conjunto predefinido de categorias. Un valor de T'
asignado a < dj, ¢; > indica la opcién de poner a d; bajo ¢;, mientras que un valor de I’
indica una decisién de no poner a d; bajo ¢;. Formalmente, es la tarea de aproximar una
funcién objetivo ¢* : DxC— > T, F (la cual describe como los documentos deberian
ser categorizados) por medio de la funcién ¢ : DxC'— > T F' llamada clasificador, de
tal manera que ¢*y¢ “coincidan lo mejor posible”.

Los sistemas de categorizacion de textos pretenden imitar el juicio que tienen los
seres humanos para cualificar la informacién. Diversos métodos han sido practicados
para la categorizacién de textos usando aprendizaje supervisado entre los que se
encuentran modelos de regresién (RM, por sus siglas en inglés), arboles de decisién
(DT), redes neuronales (NN) y maquinas de vectores de soporte (SVM), entre otros

[9]. Estos métodos siguen siendo populares hoy dia [10, 11, 12, 13].

1.1.2. Identificacion de expresiones

Distintos trabajos han sido propuestos sobre identificaciéon de expresiones, y

diferentes términos han sido utilizados para representar las mismas, siendo en inglés,
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el término “idiom” es el mas frecuente para referirse a las expresiones. En [14] se
propone la identificacion de combinaciones idiométicas verbo-sustantivo en inglés con
el método de etiquetado de palabras, para ello utiliza tanto aprendizaje supervisado
como aprendizaje no supervisado. Para la estrategia supervisada propuesta, primero
extrae caracteristicas basandose en vectores de palabras usando la biblioteca word2vec
y después usa estas representaciones de los tokens de las combinaciones idiomaticas para
entrenar un clasificador de textos; por otra parte, utiliza aprendizaje no supervisado
combinando el etiquetado de palabras con agrupamiendo de k-medias; el enfoque
supervisado obtuvo mejores resultados al obtener un maximo de 88.3 % de exactitud
para el conjunto de prueba versus 87.9 % para el conjunto de prueba del enfoque no
supervisado.

En [15] presentan un método para la extraccién de “expresiones multipalabras”
(MWEs, Multiword Expressions) para el idioma inglés, caracterizando expresiones
basandose en sus propiedades dentro del contexto en el que estan. Para cada muestra
(candidato a expresién), se define un grupo de patrones contextuales (como prefijos
y sufijos) y luego, se usa un modelo de aprendizaje supervisado para mejorar estas
caracteristicas con la ayuda de otros aspectos como la frecuencia de la expresion o el
tipo. Las expresiones fueron extraidas con el uso de Maquinas de Vectores de Soporte
y el sistema alcanz6 un alto nivel de precisién en la prediccion.

En [16] se presenta una metodologia para la identificacién de secuencias verbales
fijas, basada en la construccion de un corpus etiquetado y una base de conocimientos de
secuencias verbales utilizando técnicas de aprendizaje automatico que tienen en cuenta
el orden de las palabras, denominadas Campos Condicionales Aleatorios.

En [17] se utilizan técnicas de “tokenizacién”, y “lematizaciéon” para el
reconocimiento de incisos con el soporte de un médulo llamado Smorph. Estos métodos
son utilizados cuando se identifican en una frase u oraciéon sus signos de puntuacion,
caracteres especiales, entre otros. Todo este proceso permite la separacion de textos

con significados auténomos para un posterior proceso de andlisis [18].
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1.1.3. Procesamiento del Lenguaje Natural

El Procesamiento del Lenguaje Natural (NLP, del inglés Natural Language
Processing) es un area de desarrollo conceptual con mas de 50 afos de historia y se
encarga de estudiar la manera de simular el lenguaje diario a través de un programa [19].
Vilares en su tesis desarrolla una tecnologia en base al NLP y al estudio de la viabilidad
de su aplicacién en sistemas de recuperacion de informacién sobre documentos en
espanol, también senala la escasez de estudios en espanol frente a los existentes en
inglés [20]. En [21] se realiza un trabajo sobre un analizador de errores gramaticales,
describen el NLP como una tecnologia que permite programar el computador con
suficiente informacion lingiiistica en forma de reglas y patrones que hacen posible el

realizar numerosas actividades relacionadas con el aprendizaje de lenguas.

1.1.4. Mineria de texto en redes sociales

Las redes sociales constituyen uno de los principales medios de comunicacién de
la ultima década, la cantidad de datos que se pueden encontrar es abismal y resultan
una fuente rica en datos en bruto que pueden ser facilmente recopilables; por ende,
muchos trabajos relacionados a la inteligencia artificial y en particular, al aprendizaje
automatico, utilizan estos medios para la construccion de los conjunto de datos usados
para predecir, analizar, identificar y clasificar. La mineria de texto es la técnica detras
de la recoleccion desde estos medios.

En [22] realizan una comparacién entre las distintas herramientas utilizadas para
la mineria de datos de la red social Twitter centrandose principalmente en el algoritmo
de Méaquinas de Vectores de Soporte evaluando algunos software de mineria de textos
como Rapidminer, Leximancer, entre otros, de acuerdo a su calidad y funcionalidad.

En [23] evalian las técnicas usadas para la mineria de datos en redes sociales
para segmentacion de mercado entre las que se encuentran las bibliotecas de Python,
R y software con licencia como Oracle Data Mining. En esta investigacion, se escogio
Python por su dinamismo y la gran variedad de librerias disponibles en el area del
aprendizaje automatico que existen como codigo abierto.

En [24] contextualizan el proceso de limpiado de datos al realizar andlisis de
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sentimientos en la red social Twitter al momento de clasificar textos. Esta investigacién
describe los elementos que puede contener un mensaje que pudieran no ser relevantes
al momento de analizar: como los simbolos # para los hashtags y para las menciones;

la inclusiéon de la secuencia RT o los hipervinculos.

1.2. Planteamiento del problema

La clasificacién de textos ha sido un topico de gran auge en los 1ltimos anos,
en especial con la expansion del internet y la creciente disponibilidad de textos
cientificos, informales, comerciales, entre otros, en formato digital. La demanda por
la gestion y analisis de los mismos ha ido aumentando, y debido a que el manejo
“a mano” de tales cantidades de informacién resulta poco factible, se han estado
desarrollando herramientas que permitan automatizar la tarea de clasificar [25]. La
clasificacion de textos es el agrupamiento de palabras que se relacionan de alguna forma,
o que comparten alguna caracteristica; su automatizacion podria permitir conseguir la
clasificacion de las palabras de forma maés eficiente, siendo uno de los métodos para
esta automatizacion mas efectivos las técnicas de aprendizaje automatico o “Machine
Learning”, se basa en el entrenamiento de datos previamente seleccionados con el fin
obtener resultados favorables al analizar nuevos datos [26]. Sin embargo, una de las
méas grandes barreras que debe romper una maquina para poder entender un escrito,
es la parte semantica del mismo; lo que no esta definido literalmente, incluso para los
seres humanos, supone un reto el identificar las excepciones al momento aprender un
nuevo idioma.

Este trabajo se centra en una de las excepciones del idioma: las expresiones
idiomaticas, las cuales constituyen un papel importante en la comprensién de un
texto y se definen como unidades léxicas marcadas culturalmente, Alousque las denota
como “...una fuente indiscutible de inequivalencias traductolégicas [27]” que plantean
problemas a la hora de ser transvasadas a otra lengua. Sevilla por su parte, se refieren
a estas expresiones de distintas maneras: modismos, idiotismos, refranes, proverbios
[28]. Mientras otros autores encapsulan los conceptos en una misma definicién [29]. Un

ejemplo de estas expresiones seria la expresién venezolana “Dar la cola”, la cual tiene
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un significado como frase completa, pero cuyo significado cambia al separarse. Durante
el desarrollo de la presente investigacion se describird con méas detalle sobre ellas, y
sobre otras unidades léxicas.

Se ha desarrollado una herramienta que permita la identificaciéon de expresiones
verbales fijas en textos en espanol, partiendo de la informacién textual extraida
de Twitter, una de las redes sociales m&s populares. Esta red social proporciona
textos informales lo suficientemente recientes como para poder analizar expresiones
que aun son usadas. La herramienta desarrollada en Python, se pone a prueba con
algunos métodos de aprendizaje de maquina supervisado para categorizacion textual
que incluyen algoritmos de Naive Bayes, arboles de decision, impulso adaptativo y
maquinas de vectores de soporte; Estos son algunos métodos que han sido examinados
profundamente en los primeros trabajos sobre categorizaciéon de textos [9] pero que

siguen vigentes hoy dia [30].

1.3. Alcance

El siguiente proyecto de investigacion describe la creacién de una herramienta
para la identificacion de expresiones verbales fijas mediante algoritmos de aprendizaje
de maquina. Para su desarrollo se han utilizado algunas bibliotecas open-source que
ofrece Python, entre ellas la biblioteca SpaCy, la cual esta enfocada en NLP y posee
soporte en espanol para el tratamiento de textos. Para la implementacién de los
algoritmos de clasificacion y la seleccién de caracteristicas se utilizara la biblioteca
scikit-learn.

Python es ampliamente utilizado en ciencias e ingenieria y dispone de una gran
comunidad que brinda soporte a desarrolladores en el campo de la Mineria de Datos. La
libreria T'weepy, permite el acceso a la Api de Twitter y pone a disposicion las diferentes
herramientas que la red social ofrece a los programadores. Los textos que se usaran
para el entrenamiento del conjunto de datos del modulo constituyen en textos extraidos
de mensajes (Tweets) de Twitter a partir de una base de conocimientos de expresiones.
Por otra parte, el Diccionario de Venezolanismos [31], se utilizard para la extraccién de

las expresiones venezolanas para la creacién de la base de conocimientos de expresiones
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verbales, aunque, debido a la antiguedad de este manuscrito se realizardn encuestas a
personas venezolanas con el fin de probar que estas expresiones siguen siendo conocidas,

ademas de busquedas de cada expresion dentro de la base de datos de Twitter.

1.4. Objetivos

1.4.1. Objetivo general

= Implementar algoritmos de clasificacion para la identificacién de expresiones

verbales fijas venezolanas en textos en espanol.

1.4.2. Objetivos especificos

» Estudiar algoritmos de aprendizaje de maquina para la clasificacion de textos.
» Investigar sobre la mineria de texto en la red social T'witter.

= Definir una base de conocimientos de expresiones verbales fijas venezolanas
utilizando técnicas de procesamiento del lenguaje natural y extraccion de

informacion.

= Construir un corpus de textos con expresiones verbales fijas a partir de

informaciéon recopilada de Twitter.

= Construir un corpus de candidatos a expresiones verbales fijas a partir de

informacion recolectada de Twitter.

s Comparar la eficacia de los algoritmos clasificacién para la caracterizacién de

expresiones verbales fijas y la identificacion expresiones verbales fijas venezolanas.

= Interpretar los resultados obtenidos de las pruebas realizadas a los clasificadores.

1.5. Metodologia

El desarrollo de este trabajo constara en cuatro etapas:
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1.5.1. Etapa de Investigacion

= Revision de articulos cientificos sobre categorizacion de texto e investigacién

referente a los métodos de categorizacion de textos.
= Investigacion acerca de informacion pertinente sobre expresiones idiomaticas.
= Consultas a un tutor experto en lingiiistica.
= Extraccion de expresiones del diccionario de venezolanismos.
= Lectura de la documentacion necesaria para desarrollar en Python
= Lectura de la documentacion necesaria para utilizar el API de Twitter

= Investigacién sobre el funcionamiento de las bibliotecas para procesamiento de

lenguaje natural.

» Estudio de los métodos para la extraccién de caracteristicas.

1.5.2. Etapa de Desarrollo

= Recolectar los datos necesarios para la construccién de la base de conocimientos

de expresiones verbales fijas.
= Creacion del corpus etiquetado a partir de mensajes de la red social Twitter.

s Verificar la vigencia de las expresiones verbales del Diccionario de

Venezolanismos, mediante la realizacién de encuestas a un grupo de la poblacion
= Propuesta de metodologia para el etiquetado del conjunto de datos

= Entrenar los algoritmos de clasificacién para los distintos métodos de extraccién

de caracteristicas.
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1.5.3. Etapa de Pruebas

s Pruebas de validacion cruzada
s Evaluacion del rendimiento de los modelos de clasificacion

s Simulaciéon de los modelos con textos informales.

1.5.4. Resultados y Conclusiones

= Analisis de resultados.
= Conclusiones
» Recomendaciones y trabajos futuros

Figura 1.1: Metodologia propuesta para la identificacién de expresiones verbales fijas

venezolanas

Metodologia propuesta para la identificacion de expresiones verbales fijas venezolanas

etiquetados

I

Creacion del Algoritmo de dTextDst.)
corpus de EVF Clasificacion © priena
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= Tiene
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: Entrenar modelo &
| para la identificacion
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| True
Creacion del Algoritmo de So
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EVF de Venezuela
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La Figura 1.1 muestra la metodologia propuesta para la identificacién de

expresiones verbales fijas venezolanas.
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1.6. Justificacion

En la actualidad se desarrolla un creciente interés por la automatizacién, en
especial por el reciente auge del Internet y el impacto que ha tenido en la comunicacién
entre las diferentes partes del mundo. Las tecnologias de comunicacion han permitido
la disponibilidad de grandes cantidades de informacién, a veces mas de la que se puede
procesar, presentandose mayormente de forma textual [32]. La clasificacién automética
de textos permite el correcto manejo de esta informacion.

Una maquina necesita entender el lenguaje para poder analizarlo, por ello existe
el NLP, un campo que junto a la inteligencia artificial se encarga de estudiar el
entendimiento de los lenguajes viene de la mano de la comprension de los idiomas,
y cada idioma posee combinaciones gramaticales y semanticas que lo hacen tinico. Una
de estas combinaciones lingiifsticas son las unidades fraseolégicas, estas son la parte de
un idioma que se sale del estandar y que mas dificil se vuelve de definir. Este trabajo
se centra en esta fraccién semantica del lenguaje.

Entrando mas en el mundo de las unidades fraseolégicas es posible encontrar
las expresiones verbales fijas, estas constituyen una forma parcialmente fija de unidad
fraseoldgica ya que su nicleo (el verbo), cambia constantemente [33]. En [34] se examina
el rol de estas dentro del analisis de sentimientos, estimando que la inclusién de estas
expresiones genera mejores resultados en comparacién a los obtenidos en anélisis de
sentimientos estandares; asignando un tipo de emocién a una serie de expresiones
idiomaticas pre-seleccionadas, por lo tanto, conocer de primera mano las expresiones
idiomaticas con el uso de este modulo seria de gran utilidad en investigaciones futuras
sobre analisis textual.

El dominio de las expresiones idioméaticas y modismos es uno de los principales
obstaculos que presenta un estudiante de lenguas extranjeras, dadas las enormes
diferencias que suelen presentar con respecto a las existentes en su lengua materna [35];
estas expresiones poseen una estructura peculiar que las convierte en singulares, y esto
constituye un gran problema considerando que los diccionarios bilingiies y monolingiies
de expresiones existentes no cubren todas las necesidades del usuario. Un estudio
realizado en [36] revela que los diccionarios fraseoldgicos de inglés y espanol, deberian

mejorar la forma en la que estas expresiones son tratadas de acuerdo a criterios de
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seleccion e inclusion y las convenciones tipograficas méas pertinentes para transmitirla
e incluso se presentan algunas sugerencias para ese mejoramiento.

El desarrollo de este mdédulo permitird la elaboracién de trabajos futuros
relacionados al aprendizaje del idioma espanol, haciendo uso de recursos venezolanos
para esta investigacion. Tendra utilidad en otras aplicaciones relacionadas al anélisis

de sentimientos, traduccién y procesamiento del lenguaje natural [37, 38, 39]



Capitulo 2
Marco Teodrico

En éste capitulo se presentaran los conocimientos necesarios para comprender la
recopilacion de los datos y la implementacion del identificador. Se describen con detalle
las expresiones idiométicas que se identificaran y se contextualiza al lector sobre las

tecnologias y métodos utilizados.

2.1. Aprendizaje automatico

También llamado “Aprendizaje de Maquina” o “Machine Learning”, es una de
las tecnologias mas recientes y forma parte del campo de estudio de la Inteligencia
Artificial. Al inicio de este documento, se describié lo que representa el aprendizaje
automatico para esta investigacion, en particular para la clasificacién automatica de
textos, el aprendizaje automéatico ofrece muchas ventajas ya que su empleo radica en
una precision equiparable con expertos humanos, ademés de no necesitar intervencién
continua de los mismos para tareas como el andlisis y la clasificacién.

Existen tres métodos de aprendizaje automatico, estos son: aprendizaje
supervisado, aprendizaje no supervisado y aprendizaje por refuerzo. Para problemas
de clasificacién, es comun el uso de algoritmos de aprendizaje supervisado ya que se
necesita un conjunto de datos previamente etiquetado para clasificar [9].

En el aprendizaje supervisado, un conjunto de datos provee al algoritmo una

funcién con entradas y salidas, con esta informacién el agente (el modelo de la IA)
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corrige los parametros de la funcién e intenta reducir la magnitud de la perdida global.
Después de cada iteracion, si el algoritmo es suficientemente flexible y los elementos
del conjunto de datos son coherentes, la precisiéon aumenta y la diferencia entre los
valores predichos y esperados se acerca a cero, el objetivo es entrenar un conjunto
de datos que funcione genéricamente, pero también sirva para ejemplos nunca antes
vistos. Las aplicaciones comunes para aprendizaje supervisado incluyen: clasificacion
en categorias, deteccion de spam, deteccion de patrones, NLP, analisis de sentimientos,
procesamiento automatico de secuencias, entre otros [26].

A continuacion se presentan algunos algoritmo de aprendizaje automéatico que

se utilizaran durante el trabajo.

2.1.1. Algoritmos de Naive Bayes

Los algoritmos de Naive Nayes son clasificadores de entrenamiento répido
que determinan las probabilidades de un resultado usando el teorema de Bayes,
cuyo desempeno impera en situaciones donde la probabilidad de una etiqueta esté
determinada por la probabilidad de algunos factores causales. En el procesamiento del
lenguaje natural, la frecuencia relativa de un término provee informacién suficiente
para inferir a que etiqueta pertenece un texto [26]. Los algoritmos de Naive Bayes
han sido utilizados en andlisis de sentimientos y en la clasificacion de modismos de la
lengua inglesa [34] y mandarin [40], asi como también en la identificacion de unidades
fraseoldgicas en espanol mexicano [41]. Esto sugiere que es una herramienta ideal para

la clasificacién de expresiones.

Teorema de Bayes

Considérense dos eventos probabilisticos A y B. Se pueden correlacionar las
probabilidades marginales P(A) y P(B) con las probabilidades condicionales P(A|B)
y P(B|A) usando la regla:
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Considerando que la operacién interseccién es conmutativa, se obtiene la

expresion:

P(B|A)P(A)
P(B)
Los elementos de un clasificador Naive Bayes se describen de la siguiente manera;

P(A|B) = (2.2)

considérese un conjunto de datos, que se quiere clasificar:

X =1, %9, ..., T, donde T; € R,, (2.3)

Donde cada vector de caracteristicas es representado de la siguiente forma:

T; = [T, T, ooy Ty (2.4)

y el conjunto de salida es representado como:

Y ={v1,y2, ..., yn} donde y, € (0,1,2,...P) (2.5)

Aqui, cada y puede pertenecer a una de las P diferentes etiquetas. Considerando

el Teorema de Bayes bajo independencia condicional se puede escribir:

P(y|zy, o, ..., X)) = ozP(y)HP(xiky) (2.6)

El valor de la minima probabilidad P(y) y de las probabilidades condicionales
P(z;|y) es obtenido a travez de un contador de frecuencia; por lo tanto, dado un vector
de entrada x, la etiqueta predecida es una de la cual su probabilidad es maxima.

Los clasificadores bayesianos estan basados en las distintas distribuciones de

probabilidad. Se pueden mencionar los siguientes modelos:

2.1.1.1. Modelo de Bernuoulli

Sea X una variable aleatoria y distribuida con Bernoulli, solo puede adquirir

dos valores (simplificando, 0 y 1) y sus probabilidades son:

p st X =1
P(X) = donde q=p—1y0<P<1 (2.7)
q st X =0
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2.1.1.2. Modelo Multinomial

La distribucion multinomial es utilizada para modelar vectores de caracteristicas
donde cada valor representa un numero de eventos de un término. Si cada vector de
caracteristicas tiene n elementos y cada uno de ellos adquiere k valores diferentes con

probabilidad p; entonces:

|
PXi =2 N Xy =29 N N Xy = a3) = Hn%', [z (2.8)

2.1.1.3. Modelo Gaussiano

Este algoritmo es altamente utilizado cuando se usan valores continuos cuyas

probabilidades pueden ser modeladas usando una distribucién Gaussiana:

1 _(z—p)? (2 9)
e 202 .
V2mo?

Las probabilidades condicionales (P(z;|y) son distribuciones Gaussianas; por

P(X) =

lo tanto, es necesario estimar la media y la varianza de cada una de ellas usando la

maxima verosimilitud. De esta forma, se obtiene:

L(p; 0% 2ily) = log [ [ Plalk)ly) = log P(alk)ly) (2.10)
k k

Donde el indice k representa los ejemplos del conjunto de datos y P(x;|y) es un
Gaussiano. Minimizando la inversa de esta expresion, se consigue la media y la varianza

de cada Gaussiano asociado a P(z;|y) y por consiguiente el modelo es entrenado.

2.1.2. Maquinas de Vectores de Soporte

El algoritmo de Méquinas de Vectores de Soporte (SVM, del inglés Support
Vector Machine) constituye la mejor opcién al momento de clasificar conjuntos de
datos [26]. Estos algoritmos funcionan bajo modelos lineales y no lineales, esto quiere
decir que permiten un buen desempeno en distintos contextos. En el procesamiento

del lenguaje natural, las SVM pueden manejar la clasificacién de datos de entrada en
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forma de palabras para meterlos dentro de una categoria; recientemente son usados en
el campo de la clasificacién de tokens, deteccién de spam y analisis de textos [42, 43].

El algoritmo SVM es un modelo que representa a los puntos de un conjunto de
muestra en el espacio, separando las clases a 2 espacios lo mas amplios posibles mediante
un hiperplano de separacion llamado vector soporte, esto en el caso bidimensional, pero
las SVM pueden trabajar en n-dimensiones si se considera separar las clases mediante
un conjunto de hiperplanos. Es decir, las SVM pueden ser tanto un hiperplano como un
conjunto de hiperplanos en un espacio dimensional que puede ser utilizado en problemas
de clasificacién o regresién. De manera mas detallada, [26] describe los elementos de
las SVM lineales de la siguiente manera:

Considérese un conjunto de vectores de caracteristicas, que se quiere clasificar:

X =1y, %9, ..., 2, donde ©; € R,, (2.11)

Se asume que se quiere realizar una clasificacién binaria, cuyas etiquetas se

denotan como -1 y 1:

Y = {y1,92, .., yn} donde y,, € {—1,1} (2.12)

Se intenta encontrar el hiperplano Hy que mejor separe el conjunto de datos

dado, cuya ecuacion es la siguiente:

@'z +b=0donde w=| : yr=| : (2.13)
Wiy T

En esta ecuacién (2.13), ww y Tz son vectores y w’Z representa el producto
escalar de los dos vectores. El vector w se denomina a menudo vector de pesos.

De esta manera, el clasificador se puede escribir como:

¥ = f(z) = sgn(w’z +b) (2.14)

En una aplicacién comun, las dos etiquetas son normalmente separadas por

un margen con dos limites que dependen de algunos elementos. Estos elementos son
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Figura 2.1: Maquina de Vectores de Soporte y sus elementos en scikit-learn

Vectores de Soporte

. Vectores de Soporte

\ /

llamados vectores de soporte. La Figura 2.1 Muestra el margen de separacién entre las
dos clases (espacio entre las lineas en rojo y azul), que sirve de limite para las clases
dentro de un espacio de dos dimensiones y el hiperplano de separacion.

Para una vista genérica de la expresion, se suele normalizar el conjunto de datos
de tal manera que los vectores de soportes esten unidos por dos hiperplanos Hy y Ho

equidistantes a Hy cuyas ecuaciones serian:

wl'z 4+ b= —1,
(2.15)
W'z +b=1
El objetivo principal es maximizar la distancia entre los limites de los dos
hiperplanos y para asi minimizar la probabilidad de conseguir una clasificacion
incorrecta.
Considerando que los hiperplanos son paralelos, la distancia entre ellos esta

definida por la longitud de un segmento perpendicular a ambos que conecta dos puntos

1y T9. Si se consideran estos puntos como vectores se obtiene el vector ortogonal:



2.1 APRENDIZAJE AUTOMATICO 20

Ty — Ty = tw’ (2.16)

Donde la longitud del segmento t es la distancia entre los puntos x; y ws.

Sustituyendo 2.16 en las ecuaciones 2.15 se obtiene:

Wiy +b=w" (& +tw") + b= (04 +b) +t|w’|| =1 (2.17)

Como w?#; +b = —1 (2.15) se obtiene el valor de ¢ y a su vez, la distancia entre

los dos puntos:

2
t=— (2.18)
[
_ 2
d(z1,xs) =t ||w|| = Tal (2.19)

Como se habia mencionado antes, las SVM también pueden funcionar bajo
modelos no lineales, para entender un poco sobre eso, es necesario conocer un concepto

detras de estas maquinas denominado kernel o nicleo.

2.1.2.1. Kernel

Los kernels son funciones particulares que poseen la propiedad de calcular
el producto de dos vectores proyectados. Esto permite, a nivel de complejidad
computacional, beneficiarse de otras proyecciones no-lineales, incluso de dimensiones
muy grandes. En algunos casos, los datos pueden no ser linealmente separables en dos

dimensiones, los kernels solucionan este problema agregando otras dimensiones.

K(z5,7;) = o(7] ) () (2.20)
Las funciones kernel retornan el producto interno entre dos puntos en un espacio

para ser interpretados como medida similitud entre los datos de entrada. Existen varios

tipos de kernel y diferentes usos, se mencionaran algunos a continuacion:

= Kernel polinomial

K(Z;,2;) = (v&; j +1)° (2.21)
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» Kernel sigmoide

K(%:,7;) = (yalz; +1)° (2.22)
s Funcion de base radial o RBF kernel

K(i’i, fj) = 67|ii_fj ’ (223)

2.1.3. Arboles de Decisién Binarios

La estructura de los arboles de decisién (DT) se basa en un proceso secuencial
de decisiones, empezando desde la raiz del arbol, una caracteristica es evaluada y se
selecciona una de dos posibles ramas. Este procedimiento se repite hasta que se alcanza
la hoja final, la cual generalmente representa la clasificacién que se estaba buscando.

En la Figura 2.2 se puede encontrar la clasificacion binaria de un arbol de profundidad
2.

Figura 2.2: Ejemplo de Arbol de decisién binario de profundidad 2

depth =2

Tme False

X[1] == G.0598
s = [0, 50]

N[o]<= 04177 XI0) <= 11957
sxminis = |2, 32] saminis = |48, 18]
‘ | I |lU|l [ vumls = 0, 32] [ o MT*ll | nis = [1 101|
comns = counts = |, 3 cous = 47, counis = [1,
A A "y
'y

A A

Considérese un conjunto de datos, que se quiere clasificar:

X = 21,29, ..., %, donde T; € R,, (2.24)

Cada vector estda formado por m caracteristicas, asi que cada uno es un
candidato para crear un nodo basado en la tupla (caracteristica, umbral). Formalmente

se define de la siguiente manera:
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o =<ity> (2.25)

En esta expresion, el primer elemento es el indice de la caracteristica que se usa
para separar el conjunto de datos, y el segundo es el umbral que determina las ramas
izquierda y derecha del arbol. La decisién del mejor umbral es un elemento fundamental
ya que determina la estructura del arbol, y por ende, su desempeno. El objetivo de
este algoritmo es el de reducir la impureza en el el numero de divisiones, para tener un
camino corto entre los datos de ejemplo y los resultados de la clasificacion.

El total de impureza se define como sigue:

Niz uterda N, erecha
I<D7 U) = ]qV—DdI(Dizquierda) + dN—DhI<Dderecha) (226)

Donde D, es el conjunto de datos completo. Dj.quicrda ¥ Dderecha son los
subconjuntos de datos resultante y I es la medida de impureza.

La parte mas dificil de construir el arbol es seleccionar el atributo que produzca
la mejor division. Hay tres medidas comunes de impureza usadas para medir la mejor

division.

= Impureza de Gini

o) =1 - Sl (2.27)
i=0
= Entropia B
Tintropia(t) = = > p(i[t) log, p(ilt) (2.28)
i=0
= Error de clasificacion
Irrorciasificacion(t) = 1 — max[p(i|t)] (2.29)

7

2.1.4. Impulso Adaptativo (AdaBoost)

El impulso adaptativo (AB) es una técnica de aprendizaje combinado que se
diferencia del arbol de decision porque el conjunto de datos usado para el entrenamiento

es continuamente adaptado para forzar al modelo en enfocarse en los ejemplos que son
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erréneamente clasificados. Nuevos clasificadores son anadidos para mejorar al anterior,
mejorando el desempeno en esas areas donde no existié la precisiéon que se esperaba.
En cada iteracion se aplica un peso a cada ejemplo para incrementar la importancia
de los resultados predichos erréoneamente y se disminuye la importancia de los otros.
La caracteristica de importancia viene dada por:

1 N,

I tancia(x;) = —AI, 2.30
mportancia(x;) Ny ; A (2.30)

2.2. Mineria de textos en Twitter

La era digital ha hecho posible que la informacion digitalizada sea facil de
procesar, distribuir, y transmitir. La minerfa de textos es el proceso de extraer
informacion significativa de texto no estructurado. Es un campo relativamente reciente
con un gran valor comercial que se nutre de las areas de recuperacién de la informacién,
mineria de datos, aprendizaje automatico, estadistica y procesamiento del lenguaje
natural [44].

La recopilaciéon de informacién de redes sociales proporciona una fuente de datos
con gran proyeccién a la hora de su andlisis. Las redes sociales se han convertido en
un recurso significativo de datos sin estructurar; y cuando se buscan datos en forma
de texto, Twitter es una de las redes mas populares en la actualidad, con mas de
300 millones de usuarios activos [45], cuyo atractivo principal son los textos de poco
caracteres; a diferencia de otras redes como Instagram pues su atractivo, en cambio, son
las imagenes. Esta enorme cantidad de datos provee informacién 1til si es procesada
de manera adecuada, y, debido a la naturaleza de Twitter, donde personas comparten
sus opiniones, sentimientos y expresiones de su vida diaria, han sido usados en la

construccién de modelos a partir de su informacién linguistica [46, 47].

2.2.1. Twitter

Twitter es un servicio de microblogging que permite enviar mensajes de texto
con un maximo de 140 caracteres (doblado a 280 caracteres en 2017), estos mensajes se

llaman T'weets, y aparecen en la pagina principal del usuario. Cada usuario puede seguir
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a otros usuarios y ver sus tweets y se puede acceder desde la web (www.twitter.com) o

desde aplicaciones para smartphones.

2.2.1.1. Estructura de un Tweet

Un Tweet posee informacién relacionada al Tweet, su origen, el usuario que lo

publicd, entre otros campos clave:

= text, es el cuerpo del Tweet, el mensaje.

= ID, es la identificacion del T'weet, es un niimero tnico.
= created_date, es la fecha de creacion del T'weet.

» lang, es el idioma del Tweet, en formato ISO 639-1.

» place, geolocation, la informacién de lugar del Tweet, si se encuentra

disponible.

= user, este campo involucra el perfil completo del usuario, donde se obtiene por

ejemplo: su nombre, localizacién, entre otros.

2.2.2. Recopilaciéon de datos

Para empezar a recopilar datos de Twitter primero es necesario acceder al API,

para esto es necesario crear y registrar un app en la pagina web de desarrollo:

2.2.2.1. Registro de App: Protocolo de seguridad OAuth

OAuth [48] (Open Authorization) es un protocolo que permite autorizacién
segura de una API de un modo estandar y simple para aplicaciones de escritorio, méviles
y web. Este proporciona a los usuarios un acceso a sus datos al mismo tiempo que
protege las credenciales de su cuenta. La creacién del app se completa al registrarse en
la pagina web https: / /apps.twitter.com/, en esta se reciben los tokens de autenticacion:
consumer_key, consumer_secret_key, access_token y access_token_secret, usados

para el acceso privado a la cuenta.
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2.2.2.2. API de Twitter

Existen dos formas de extraer informacién desde Twitter: API Rest y Streaming
API

= API Rest Permite realizar todas las acciones a las que se tiene acceso desde la
pagina web o las aplicaciones. Proporciona acceso a la informacién ya existente

en Twitter en el momento de hacer la llamada.

s Streaming API Se inicia con Twitter abriendo una conexion entre su servidor
y el sistema. A través del API se envian tweets que son publicados a partir de
ese momento, siempre que cumplan los filtros indicados al inicio de la conexion

hasta su cierre, es decir, es un proceso en tiempo real.

Para este trabajo solo se utiliza el API Rest. Especificamente, en las consultas
utilizando el método search de la API de Twitter a través de la libreria Tweepy. Ver

Figura 2.3.

Figura 2.3: Método de busqueda del API de Twitter

API.search(q, geocode, lang, locale, result_type, count, until, since_id,

max_id, include_entities)

El método retorna una lista de Tweets relevantes que coinciden con la consulta
especificada.
Parametros mas importantes

= g, es la consulta, una cadena de méximo 500 caracteres, incluyendo operadores

de busqueda avanzada

= geocode, retorna Tweets localizados en un radio, dadas unas coordenada.

Especificado como “latitud, longitud, radio”.

» lang, restringe los Tweets a un lenguaje, dado su codigo ISO 639-1. (Por ejemplo:

es, para espanol)
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» result_type, Especifica el tipo de resultados de la busqueda: reciente, popular

o mezclado.
= count, numero de resultados que se intentan recuperar (el méximo es 100)
= until, retorna Tweets creados antes de una fecha dada

» since_id, retorna solo Tweets con ID mayor a la dada (si la ID es mayor, es mas

reciente)

2.2.2.3. Geolocalizacion

El procesamiento de lenguaje natural y la geolocalizacién de los tweets son los
puntos claves dentro de la recopilacién de datos de este proyecto. La clasificacion de los
tweets segiin su zona geografica ha estado fuertemente condicionada por la escasez de
tweets que incluyan su geolocalizacién. La solucién a este problema segun [49] consiste
en la obtencién del lugar del usuario que aparece en el perfil, con la pérdida de exactitud
que esto supone. No obstante, dado que muchos usuarios no indican un lugar valido
en su perfil; el nimero de tweets geolocalizados en territorio nacional sigue siendo
pequeno.

Existen cuatro maneras de localizar un Tweet que pueden o no estar disponibles

al extraer la informacion del mensaje:

1. Localizacién exacta: Viene dada por las coordenadas exactas del Tweet.

2. Pais: Es un metadato que poseen algunos Tweets, es menos preciso que las

coordenadas pero mas confiable que la provista por el usuario.

3. Localizacion del usuario: Es un dato impreciso de un Tweet, puesto que el

usuario es libre de escribir cualquier cosa.

4. Localizacion dentro del Tweet: Es el caso mas extrano; cuando el nombre de

un pais o ciudad es mencionado dentro del mensaje.

1S6lo un 2% de los tweets publicados globalmente poseen informacién sobre coordenadas exactas
o pais [49].
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2.3. Procesamiento del Lenguaje Natural

El entendimiento de como funciona el lenguaje natural es una tarea que lleva
anos de estudio, de hecho, el Procesamiento del Lenguaje Natural (NLP, del Inglés,
Natural Language Processing) empezé en los anos 50 como una interseccién entre la
lingiifstica y la IA. Originalmente el NLP se distinguia de la IR porque esta ultima
manejaba datos enormes usando técnicas basadas en estadisticas; no obstante, con
el tiempo estos dos campos empezaron a converger obligando a los investigadores a
ampliar sus conocimientos.

En el caso particular de la categorizacién automatica de texto, el NLP constituye
una herramienta de suma importancia, puesto que para el tratamiento de textos es
necesario conocer ciertas técnicas, entre las cuales se encuentran la normalizacion,

tokenizacién y etiquetado de palabras [50].

2.3.1. Normalizacién

La normalizacion consiste en el transformado del texto para que tenga
consistencia; algunos ejemplos de esto incluye: eliminacion de mayusculas y signos de
puntuacion, transformacion de la codificacién del lenguaje o eliminacién de stopwords
(las stopwords son palabras que son filtradas de acuerdo al uso que puedan tener)
[51]. La tokenizacién también forma parte del proceso de normalizacién, de la misma
manera la conversiéon de niimeros a letras; ademas, el proceso de normalizacién difiere
para cada idioma, ya que los alfabetos pueden tener mas o menos caracteres o simbolos

[52].

2.3.1.1. Tokenizacion

Se entiende por tokenizacion a una técnica del NLP que se realiza sobre el texto,
ésta consiste en dividir un cuerpo de texto en bloques llamados token. La separacion
se realiza con la finalidad de facilitar el andlisis individual de cada elemento, asi como
su relacién con los demés tokens resultantes. La tokenizacién se realiza cuando se
identifican en una frase u oracién sus signos de puntuacion, caracteres especiales, entre

otros. Todo este proceso permite la separacién de textos con significados auténomos
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para un posterior proceso de andlisis [18].
Se puede ver un ejemplo (véase figura 2.4) de descomposicién en bloques
haciendo tokenizaciéon a una frase de Chomsky, uno de los padres de la lingiiistica,

“La gente paga por su propia subordinacién.”

Figura 2.4: Descomposicién en bloques de una tokenizacién

o ="
propia”,

“subordinacién”,

o n

2.3.1.2. Lematizacién y Stemming

La lematizacién es un proceso importante que se realiza antes del proceso de
mineria de texto, también es usado en NLP y otros campos de la lingiiistica. El proceso
de lematizacién consiste en asignar a una palabra flexionada su forma normalizada,
cual se considera la raiz morfolégica de la palabra. Por ejemplo, la forma infinitiva
del verbo “Estudiar”, constituye una forma normalizada de las palabras flexionadas
“estudiar, estudiante, estudioso, estudio, etc” (véase figura 2.5) [51, 53]; esta forma de
procesamiento de las palabras provee una manera productiva de generar palabras claves
genéricas o etiquetas. La lematizacién se diferencia del Stemming porque no requiere
de una “stem word” [53].

El proceso de Stemming consiste en reducir las palabras a su forma base
o raiz, cuya forma base no es necesariamente idéntica a la raiz morfologica de la
palabra. Este algoritmo se lleva a cabo eliminando los afijos de las palabras (elementos

adicionales adjuntos para cambiar su sentido gramatical). Se puede observar como la
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Figura 2.5: Proceso de lematizacion

FEstudias
FE'studio Estudiar

FE'studiabas

forma normalizada “Estudiar” ya no es raiz al existir una stem word, por el contrario,
es una forma flexionada, en la Figura 2.6 también se muestra como el stemming podria
ocacionar perdida del contexto ya que algunas de las palabras podrian no tener la

misma raiz semantica, como “estudias” y “estudios”

Figura 2.6: Proceso de stemming

FEstudias
FEstudio
Estudiar Estud

FEstudiante

FE'studios )

2.3.2. Vectores de palabras

Entender el significado de una palabra es la tarea principal en el NLP;
por esa razén, recientemente se han creado modelos en los que cada palabra es
representada como un vector n-dimensional de numeros reales, donde cada dimensién
es una caracteristica de la palabra. Este acercamiento ha demostrado que la distancia
matematica entre estos vectores, puede determinar la relacién semantica entre los
mismos, estos vectores reciben el nombre de vectores de palabras [54].

Para efectos graficos. Considérese un conjunto de vectores de palabras

bidimensionales:

V(w :a,b) ={v1,0s, ..., 05} (2.31)

donde w es la palabra y a, b es la dupla de caracteristicas que representa esa palabra.
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Figura 2.7: Vectores de palabras de 2 dimensiones
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Como ejemplo se tomaran vectores de colores de dos caracteristicas totalmente
subjetivas: temperatura y emocion. Los valores de temperatura varian de 0 a 100,
siendo 100 el mas caliente. Y los de emocion entre 0 a 100, siendo 0 el mas triste, y
100 el mas alegre.

Se definen los valores de los vectores de cada color. Por ejemplo Rojo: (99,90),
como se observan en la Figura 2.7. Estos valores subjetivos permiten hacer calculos con

las palabras, como si de niimeros se tratase, gracias a las propiedades de los vectores.

2.3.2.1. Similitud

La medida de similitud de dos vectores viene dada por su Similitud Coseno, es
una medida existente entre dos vectores en un espacio que posee un producto interior
con el que se evalia el valor del coseno del angulo comprendido entre ellos, esto
permite conocer la relacién semantica entre dos palabras. Esta distancia se emplea
frecuentemente en las técnicas IR representando las palabras (o documentos) en un
espacio vectorial [55].

Tomando en cuenta el ejemplo anterior, se puede calcular que tan relacionados
estan dos colores.

Sea S la similitud entre dos palabrasy o1 (z1,y1) y U2(x2, y2), los vectores palabra

a comparar. La similitud coseno se deriva de la formula del producto punto entre dos
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vectores:

vy - Ve = ||vy]| [|[va]| cos @ (2.32)
Despejando el coseno, se obtiene la ecuacion de similitud:

Vi1 Vo

L2 (2.33)
[vall[[vzll

Spy s = COsl =

Entonces S sera igual a:

_ T1T2 + Y12
Vai+ i+ vl +
Para obtener valores entre 0 y 1, aplicamos el Coseno a la similitud y con valor

(2.34)

absoluto se descartan los valores entre -1 y 0:

Seos = | COS T2 ¥ Y1l (2.35)
NCEE ERVEERT
La similitud entre Morado y Azul, se calcula como sigue:
20)(23 35)(45
Smorado,azul = (20)(23) + (35)(45) = 22.3999 (2.36)
V202 + 352 + /232 + 452
Seos = |€08(22.3999)| = | — 0.91762| = 0.91762 ~ 91,76 % (2.37)

Rojo y blanco, deberian resultar menos similares debido a que estan mas lejos

tanto en distancia como en direccion:

Syojobiance = 41.7981 (2.38)
Seos = 0.57562 ~ 57,56 % (2.39)

El mismo color debe ser similar a si mismo, supongase que existe el color azul+

(21,45) que es un poco mas frio que el azul normal (23,45).

Suzutazurs = 25.0309 (2.40)

Suos = 0.99482 ~ 99, 48 % (2.41)
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2.4. Unidades Fraseoloégicas

Las Unidades Fraseoldgicas (UF), también llamadas “Expresiones Idiomaticas”
[56], son construcciones lingiiisticas cuya significacién no es composicional, es decir,
son un conjunto de palabras que tienen un significado unitario, y que no constituyen

la suma total de sus significados individuales [57]. Corpas define la UF como:

“..combinaciones estables formadas por al menos dos palabras y cuyo limite superior
se sitia en la oracion compuesta. Se caracterizan por la alta frecuencia de aparicion
en la lengua y de coaparicion de sus elementos integrantes, asi como por la
institucionalizacion, la estabilidad, la idiomaticidad y la variacion potencial que

dichas unidades presentan en diverso grado.”

[58, pp.23|

2.4.1. Tipologia de las unidades fraseolégicas

Ls unidades fraseoldgicas se dividen en tres grandes grupos: colocaciones,

enunciados fraseolégicos y locuciones.

2.4.1.1. Colocaciones

Son unidades fraseoldgicas apegadas a las normas de la lengua pero que tienen
distinto grado de fijacion seguin las normas de uso, ya que las palabras que la forman
permiten la sustitucién paradigmatica en mayor o menor grado, esto las convierte en
frases poco restrictivas.

La Tabla 2.1 presenta la poca restriccion de las colocaciones, tanto verbos, como

adjetivos y sustantivos pueden cambiar sin que la expresion pierda su significado.

2.4.1.2. Enunciados Fraseolégicos

Son unidades fraseolégicas que construyen oraciones completas y pueden
dividirse en dos tipos: paremias y férmulas rutinarias. La figura 2.8 muestra en detalle

la clasificacién formulada por Corpas en [58] en su manual de fraseologia.
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Tabla 2.1: Ejemplos de colocaciones

Estructura Colocacion Variante

VERB + SUST (sujeto) COTTEr un rumor correr un chisme
VERB + PREP + SUST(objeto) | asestar un golpe asestar un punetazo
ADJ/SUST + SUST visita relampago visita réapida

SUST 4+ PREP banco de peces banco de sardinas
VERB + ADJ negar rotundamente | negar completamente

2.4.1.3. Locuciones

Son expresiones idiomadaticas fijas que presentan grandes restricciones de
combinacion. Una locucion no se obtiene composicionalmente, es decir, combinando las
palabras que la constituyen, sino que el conjunto 1éxico es lo que le dé significado; estas
se caracterizan por su sentido metaférico, que en algunos casos dificulta su traduccién
a otra lengua [59]. Segun [57] se clasifican de acuerdo a la funcién que ejercen en la

oracion en:

= Locuciones nominales: el que diran, mosca muerta, patas de gallo, santo y

sena, entre otras.

= Locuciones adjetivas: corto de medios, de armas tomar, mads suave que el

algodon, sano y salvo, entre otras.

= Locuciones adverbiales: boca con boca, con el corazon en la mano, de par en

par, mds de la cuenta, por lo pronto, entre otras.

» Locuciones verbales: agarrar con la manos en la masa, (no) quebrar un plato,

meter la pata, ir y venir, pisar el peine, entre otras.
» Locuciones prepositivas: a pesar de, delante de, en lugar de, entre otras.

» Locuciones conjuntivas: asi que, como si, dado que, mientas tanto, puesto que,

tan pronto como, entre otras.
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Figura 2.8: Clasificacién de los enunciados fraseoldgicos

Enunciados de valor especifico: las paredes oyen; Ahi le duele
Paremias ¢ Citas: el hombre es un lobo para el hombre
Refranes: por la boca muere el pez; un dia es un dia

Férm. de apertura y cierre: ;Qué hay?; Hasta luego
Férmulas
Discursivas

Férm. de transicién: A eso voy.
(
Form. expresivas:

-de disculpa: Lo siento
-de consentimiento: Ya lo creo
-de recusacién: Ni hablar.
-de agradecimiento: Dios se lo pague
Enunciados -de desear suerte: Y usted que lo vea
Fraseolégicos 3 -de solidaridad: Qué se le va a hacer
-de insolaridad: ;A md, plin!

3 Férm. comisivas: (de promesa y amenaza): Ya te apanaré
Férmulas

Rutinarias

g Férm. directivas:
6rmulas

Psico-sociales . .
-de exhortacién: Largo de aqui

-de informacién: T4 dirds
-de dnimo: No es para tanto

Form. asertivas:

-de aseveracién: Por mis muertos
-emocionales: No te digo

Form. rituales:

-de saludo: s Qué es de tu vida?
-de despedida: Le saluda atentamente
\ \ \ -misceldnea: Pelillos a la mar

= Locuciones clausales: como quien dice, como Dios manda, hacérsele a alguien

agua la boca, subirsele a alguien, revolvérsele a alguien las tripas, entre otras.

2.4.2. Expresiones Verbales Fijas

Las expresiones verbales fijas (EVF) constituyen toda expresion cuyo nicleo de
sintagma es el verbo y ademas, posee un significado unitario apegado a su distribucién
geografica. Para esta investigacién se utilizaran las locuciones verbales, clausales con
nicleo verbal y los enunciados fraseoldgicos que contengan verbo como su palabra

inicial, contenidos en el diccionario de venezolanismos.
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Las locuciones verbales tienen como elemento principal el sintagma, verbal?, ya
que estan compuestas por un nucleo verbal, acompanado por sus complementos. Estas
presentan las mismas caracteristicas del resto de las locuciones: Fijacion interna y el
significado unitario [33]. La forma fija significa que los elementos que forman parte de
la locucién, exceptuando el nicleo, no pueden modificarse, esto significa que no pueden
introducirse o reemplazarse palabras. Sin embargo, la fijacién de las locuciones no es
absoluta, mas bien es relativa y es posible encontrar una locucién que tiene dos o mas
formas y estas formas se consideran individualmente fijas. La unidad de significado es
lo que convierte a las locuciones verbales en unidades fraseoldgicas.

En [33] destacan que la caracteristica principal de las locuciones verbales, y de
cualquier locucién, es su distribucién geografica, y distingue dos formas mas de clasificar
las locuciones: locuciones de ambito general y locuciones locales. Estas ltimas seran el
objetivo de estudio de esta investigaciéon, pues solo se tomaran en cuenta expresiones

venezolanas. Para esta investigacién se referird a estas locuciones como Expresiones

Verbales Fijas venezolanas (EVFV).

2.4.2.1. Verbo

El diccionario de la Real Academia Espanola lo define como “Clase de palabras
cuyos elementos pueden tener variacién de persona, nimero, tiempo, modo y aspecto”
3]. Di Tullio en su Manual de Gramatica del Espatiol describe estas cinco variaciones®
y menciona que las dos primeras representan las caracteristicas del sujeto mientras que
las otras dos las propiedades de la clausula[60]. Para la preparacion de los datos de

esta investigacion se ha utilizado la combinacion de las siguientes conjugaciones:

= Persona: Primera, segunda y tercera persona.
» Numero: Singular, plural.

= Tiempo: Presente, pasado, futuro, condicional.

ZDefiniciones de DRAE [3]. Sintagma: palabra o conjunto de palabras que se articula en torno a
un nucleo y que puede ejercer alguna funcién sintéctica. Sintagma verbal: que tiene por nicleo un
verbo.

3En el Capitulo XIII Flexion Verbal de [60] Las variaciones son denominadas propiedades
flexionadas.
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» Modo: Subjuntivo, indicativo, imperativo.

= Aspecto: Perfecto, imperfecto, progresivo.

Al convertir el verbo en token, es necesario tomar en cuenta otra variacién del

verbo ademas de las cinco mencionadas: los complementos.

Complementos del verbo Son operaciones que permiten poner de manifiesto las
relaciones del verbo con el sujeto o el objeto [60]. Estos complementos se
encuentran antes del verbo, o como sufijo. Como un token es solo una palabra,

para este trabajo solo los sufijos seran relevantes.

» Reflexivo: Indican que la accién la realiza el sujeto/objeto a si mismo. Se
encuentran como sufijos “-se, -nos, -me, -te”, denominados complemento
indirecto, después del verbo en infinitivo, progresivo e imperativo. Ponerse
(se pone), poniéndose (se estd poniendo), poniéndonos (nos estamos
poniendo), ponte (pon a ti mismo)... Los sufijos “la, -las, -lo, -los”,
denominados complemento directo, no se incluyen en el desarrollo porque
cambian la fijacién (y el significado) de la expresién: “echarse tierra” —

» o

“echarsela”, “echarnos tierra” — “echarnosla’.

= No Reflexivo: Indican que la accién se realiza al objeto. Se encuentran
como sufijos “le, -les” (complemento indirecto), después del verbo en
infinitivo, progresivo e imperativo. Ponerle (poner a el/ella), poniéndoles
(poniendo a ellos/ellas), ponle (pon a el/ella). Los sufijos “la, -las, -lo, -

los”

(complemento directo), no se incluyen en el desarrollo porque cambian
la fijacién (y el significado) de la expresion: “echar tierra” — “echarla”,

“echando tterra” — “echandola’.



Capitulo 3
Preparacion de los datos

En este capitulo se detalla la metodologia utilizada para la extraccién y
verificacion de los datos que conforman la base de conocimientos de expresiones verbales
fijas y el corpus etiquetado, asimismo, se realiza un estudio de la vigencia de los datos

y las dependencias utilizadas para su extraccion.

3.1. Dependencias

La programacion orientada a objetos introdujo un cambio drastico en el proceso
de desarrollo de software. Partiendo de técnicas caracterizadas por su énfasis en la
descripcion algoritmica de la solucion del problema, se cambié a la representacion y
manipulacién de los objetos que caracterizan el problema. Este paradigma abrio las
puertas a nuevas formas de desarrollo de software basado en la nocién de reutilizacion
de componentes [61]. Para la extracciéon de datos del Diccionario de Venezolanismos y
para la creacion del corpus es necesario el uso de herramientas de NLP. A continuacion

se describen las herramientas utilizadas y su rol en la preparacion de los datos.

3.1.1. Tokenizacion y etiquetado con SpaCy

Para este trabajo, se utiliza el modelo es_core_news_md de SpaCy, este modelo
en Espanol usa una red neuronal convolucional entrenada con textos de Wikipedia, y

posee una exactitud sintdctica del 97.03 % en el etiquetado de categorias gramaticales.



3.1 DEPENDENCIAS 38

La biblioteca SpaCy provee un objeto documento (DOC), un DOC es una secuencia de
objetos Token; un objeto token posee atributos que permiten analizar las palabras de los
documentos; la Tabla 3.1 muestra algunos de esos atributos, se resalta la lemmatizacién

del documento “La gente paga por su propia subordinacion”.

Tabla 3.1: Atributos del objeto Token

Cadena Lemma &Zﬁi‘zgz] Sufijo Estd en vocab. | Es stopword

token.text token.lemma_ | token.pos_ | token.suffix_ | token.is_alpha | token.is_stop

La La DET La True True

gente gente NOUN nte True False

paga pagar VERB aga True False

por por ADP por True True

su su DET su True True

propia propio DET pia True True

subordinacién | subordinacion | NOUN i6n True False
PUNCT . False False

3.1.1.1. Vectores de palabras

El modelo en espanol de SpaCy posee vectores de 50 dimensiones
(caracteristicas) para cada token, entrenados con una red neuronal convolucional con
articulos de Wikipedia. Algunos atributos y métodos de los token y documentos para

trabajar con vectores de palabras son:

= has vector devuelve True si el token se encuentra en el modelo, y por lo tanto

tiene un vector.

= vector devuelve el vector de 50 dimensiones, si el token se encuentra en el modelo,

en caso contrario, devuelve un vector de ceros.

= vector norm devuelve la norma del vector de 50 dimensiones, si el token se

encuentra en el modelo, en caso contrario, devuelve un cero.

» similarity(token) y similarity(doc) retorna el coseno similitud entre dos

vectores H0-dimensionales.
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Tabla 3.2: Similitud entre tokens

Token, ‘ Tokensy ‘ Norma, Normas Similitud Tiene vector
token.text token.vector_norm tokenl.similarity(token2) | token.has_vector

comerse | comerse | 6.0765786 | 6.0765786 | 1.0 True

la un 9.112849 | 8.556655 | 0.79384774 True

flecha cable 5.121496 5.874019 | 0.3601505 True

Tabla 3.3: Similitud entre documentos

Docy Docsy ‘ Normay ‘ Normas | Similitud

doc.text doc.vector norm | tokenl.similarity(token2)
comerse la flecha | comerse la flecha | 5.37776 | 5.37776 | 1.0
comerse la flecha | comerse un cable | 5.37776 | 5.60048 | 0.83351
comerse la flecha | comer cuentos 5.37776 | 4.97515 | 0.73159
comerse un cable | comer cuentos 5.60048 | 4.97515 | 0.74044

3.1.2. Similitud de cadena con FuzzyWuzzy

La similitud de cadena se refiere al grado de semejanza entre dos cadenas con
respecto a sus caracteres individuales, es una forma sintactica de comparar texto y su
uso radica en el emparejamiento. FuzzyWuzzy es una biblioteca ideal para esto, y provee
de un método denominado get match(query, choices, limit) que se utilizara en

uno de los pasos de etiquetado.

Figura 3.1: Similitud de cadena entre una expresion y las expresiones de la base de

conocimientos de EVF.

In [

[}

: | from fuzzywuzzy import process

def get_matches(query, choices, limit = 7):
results = process.extract(query, choices, limit = limit)
return results

get_matches('dar la cola', expresiones)

Out[2]: [('dar la cola’, 1e@),

aflojar la lengua’, 86),

agarrar con las manos en la masa', 86),

agarrar la mandarria’, 86),

agarrarle el gusto a la cosa', 86),

agarrarlo la pelona', 86),

agarrarse una oreja y no alcanzar la otra’, 86)]

I
I
I
¢
I
¢
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3.1.3. Conjugacion con Pattern

Pattern es una biblioteca utilizada para conjugar verbos, con soporte en espaiiol.
Sera utilizada para las consultas en la creacién del corpus de Tweets. El 1éxico para la

conjugacion de verbos contiene 600 verbos comunes y para verbos desconocidos posee

una precisién del 84 % en la conjugacién. *

3.1.4. Conexién con el API de Twitter con Tweepy

Para este proyecto solo se utiliza Tweepy para conectar con el API de Twitter:

Figura 3.2: Conexién al API de Twitter usando Tweepy

def twitter_setup():

# Autenticacién y acceso usando claves:

auth = tweepy.OAuthHandler (CONSUMER_KEY, CONSUMER_SECRET)

auth.set_access_token(ACCESS_TOKEN, ACCESS_SECRET)

# Retornar API con autenticacién, reconexién cuando se pasa tasa de
consulta:

api = tweepy.API(auth,
wait_on_rate_limit=True,wait_on_rate_limit_notify=True)

return api

3.2. Recursos lingiiisticos

3.2.1. Diccionario de venezolanismos

Para esta investigacién se hizo uso del Diccionario de Venezolanismos [31]
como fuente primaria de las expresiones verbales fijas que conforman la base de
conocimientos. Este diccionario comenzé como una idea en 1948, cuando Angel
Rosenblat propone la recopilacion de los materiales para elaborar el Diccionario

Histérico de Venezuela, que daria lugar después al Diccionario de venezolanismos. La

!Datos provistos por la pagina oficial. https://www.clips.uantwerpen.be/pages/pattern-es
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recoleccién de materiales fué trabajo de la Instituto de Filologia “Andrés Bello”, donde
el director de la institucion, Rosenblat, impartia instrucciones de como elaborar fichas
léxicas, las cuales fueron alimentando el diccionario de informacién. La mayor fuente
de datos del Diccionario esté consignada en fichas individuales, en nimero aproximado

a 200.000 y esta conformado por tres tomos, que suman 1654 paginas.

3.2.1.1. Articulos del diccionario

Cada ficha o articulo del diccionario posee la siguiente estructura (* indican que

puede no estar en el articulo):

= El lemma: La forma ortografica mas aceptada de cada unidad léxica.
» La definicién: Significado de la entrada del diccionario.
= Las abreviaturas de las partes de la oracién y de la localizacién geografica.

» La sinonimia*: Si existen dos o més términos con un significado muy parecido o

cercano, se remite al mas usado.

= La documentacién: indicacién bibliografica breve de obras venezolanas en las que

esa acepcion ha sido definida o estudiada.
= Los testimonios.

» Expresiones idiomaticas y refranes™.

3.2.1.2. Expresiones idiomaticas

En cada articulo del diccionario, si la palabra forma parte de expresiones
idiomaticas aparece bajo el titulo de “Expresién” o “Expresiones”. Se consideran
expresiones idiomaticas aquellas formadas por mas de dos unidades léxicas. Estas
incluyen: las locuciones, frases proverbiales y refranes.

Cada expresiones idiomatica se considera como una unidad que permite una
subentrada del articulo de la unidad léxica central de esa frase. El interés de este
proyecto recae en las locuciones verbales (EVF). Identificadas con la clave loc verb

dentro del apartado de “Expresiones”. (Véase 3.3)
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Figura 3.3: Estructura de un articulo del Diccionario de venezolanismos

CABESTRO m fig colog Or Persona inca-
paz, bruta o de modales toscos.

DOCUMENTACION: 1974 Carrera Sibila, A.
Del saber popular, 88,

EXPRESIONES:

Pegarle a alguien el cabestro /oc verb fig co-
fog Poner a alguien preso.

TESTIMONIQ: 1872 Bolet Peraza, N. Artfcu-
los, 242: —Compadre Owején, péguemele un ca-
bestro a fulano de tal, y mdndemelo, ..

Tener mas puntas que un cabestro de cerdas
loc verb fig cofoq V:svPUNTA,

Traer (llevar) de cabestro /oc verb Conducir
una bestia atada.

TESTIMONIO: 1974 Palomares, R. Adibs Es
cuque, 13: ...gentes que pasan calladas o pateando
una lata o llevando de cabestro una bestia [...]
Ella iba montada en una burrita. Yo le trafa la
bestia de cabestro.

3.2.1.3. Vigencia de las expresiones verbales fijas

Con el fin de verificar el uso de las expresiones verbales fijas del Diccionario
de venezolanismos en la actualidad (debido a la antigiiedad del documento), se ha
realizado una encuesta a tres distintos grupos de la poblacion, divididos por su edad.
Se les ha hecho la pregunta “;Conoce el significado no literal de la expresion X?”, para
al menos 350 expresiones de la base de conocimientos; ademas, se ha preguntado el
lugar de procedencia (estado) y si utiliza la red social Twitter.

La encuesta reflejada en la Tabla 3.4 muestra que en promedio un 42.7% de
una muestra aleatoria de 350 expresiones verbales fijas venezolanas fueron reconocidas
por el grupo encuestado. 12/14 personas encuestadas utilizaban Twitter, a pesar de la
diferencia entre edades. Del total de 750 expresiones, fueron reconocidas un cantidad
de 484 expresiones en las muestras aleatorias. Se concluye que si existen expresiones

del Diccionario de venezolanismos que siguen siendo conocidas hoy dia.
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Tabla 3.4: Encuesta de vigencia de las EVF

Persona | Sexo Estado | Edad | ¥ Orcenz%jgniiep f;i;:;)feg 01; prosuntas | Utiliza Twitter?
1 Femenino | Zulia 62 61.34454 % Si
2 Femenino | Zulia 61 45.65826 % Si
3 Masculino | Zulia 63 50.56180 % No
4 Femenino | Zulia 59 58.42697 % Si
5 Femenino | Zulia 47 32.77310 % Si
6 Masculino | Zulia 22 19.60784 % Si
7 Masculino | Mérida | 25 36.97480 % Si
8 Masculino | Trujillo | 29 22.40896 % Si
9 Femenino | Trujillo | 33 68.62745 % Si
10 Masculino | Trujillo | 24 42.01680 % Si
11 Masculino | Trujillo | 23 58.35694 % Si
12 Masculino | Caracas | 35 33.64389 % No
13 Femenino | Mérida | 62 35.57423 % Si
14 Femenino | Mérida | 27 32.77310 % Si
Total F:7, M7 T =42.76776 %

3.3. Creacion de la Base de conocimientos de EVF

3.3.1. Extraccion de datos en bruto

Se utiliza la biblioteca PyPDF2 para la extraccién de los datos en bruto, desde
tres documentos PDF, correspondientes a los tomos I, II y III del Diccionario de
venezolanismos; debido a la naturaleza del formato PDF, la obtencién de informacién
vuelve necesaria la normalizacién de estos datos, pues se pierde mucha informacion en
la extraccién. Se crea una lista de cadenas de caracteres por cada salto de linea, desde
el comienzo del Tomo I, y se convierte en su totalidad en mintusculas, para dar inicio

al proceso de normalizacién(véase Figura 3.4).

3.3.2. Normalizacion de los datos en bruto

Para la limpieza del texto, ha sido necesario remover los términos linguisticos

del diccionario que no se utilizaran para la base de conocimientos utilizando algoritmos
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Figura 3.4: Lista de cadenas de caracteres después de la extraccién

Out[16]: [' coleg mr v: cambeto’,
'mano abierta v s v mano',
‘abrir gola v: s v gola',
‘abrir un agujero para tapar otro 'H s vaguj e ro',
"abrirse como un paraguas v: s v para‘xad guas’',
‘abrirse la tripa (cafiera) v: s v tr ipa’,
v: s vcar ato’,
centr v: picure’,
ap nesp v: acur ito',
viacu r ito',
v: picu r e ldocumentacidn: 1881 rojas, a',
jerg define v: ag uantar 3edocumentacidn: 1883 medrana, j',
"achinar los dientes v: s v di e nte',
"achiotar tr v: onotar',
v: onotBlinv: onot@2eciembre, a-6: °,
'} escribid buenos  relatos, hoy\nv: onote3s 4,
' w: onotB4s 5,
‘iadids coroto(s)! v: s v coroto',
‘ad i6s luz gue te apagaste v: s v luz',

genéricos, de la misma forma se han removido simbolos, nimeros, doble espaciados y

signos de puntuacion.

Figura 3.5: Primer proceso de normalizacién

Out[19]: ['mano abierta’,
‘abrir gola',
‘abrir un agujero para tapar otro’,
‘abrirse como un paraguas’,
‘abrirse la tripa (cafiera)’,
"centr’,
‘ap n esp’,
‘jerg define’,
"achinar los dientes’,
‘achiotar’,
') escribid buenos relatos, hoy',
'iadids coroto(s)!’,
‘ad ids luz gue te apagaste’,
‘adiés paloma turca’,
‘iadids peroles!’,
‘adulanta adj U0 t e s rast’,
"af lojar el coroto’,
"af lojar (sele) la lengua’,
"agal loso, a adi’,

El segundo proceso de normalizacién (Figura 3.6) consiste en la combinacién
de las sinonimias de las locuciones semi-fijas para separarlas y convertirlas en
expresiones individualmente fijas, siendo asi més practico y viable para su codificacién

y procesamiento (Véase Figura 3.6).
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Figura 3.6: Segundo proceso de normalizacion

(
Pelar el ojo
Pelar el(los) ojo(s)
Pelar los ojos
(

) ., Comerse una luz
Candidato a locucién

Comerse la luz
Comerse una(la) luz(flecha)

Comerse una flecha

\ Comerse la flecha

3.3.3. Extraccion de expresiones verbales fijas con SpaCy

Cada elemento de la lista de cadenas normalizada se convierte en un objeto
DOC, y el primer elemento de la secuencia de tokens indicara si ese elemento es una
locucion verbal o no.

Para finalizar, se ha revisado la lista de EVF manualmente para arreglar
cualquier desperfecto, desde un archivo TXT. Ademas, se han extraido dos
caracteristicas de la lista de EVF: el ntucleo y la estructura o patrén de categorias
gramaticales que siguen (Véase Tabla 3.5). La base de conocimientos final estd

constituida por 750 expresiones verbales fijas.

3.4. Creacion del corpus etiquetado de Tweets

Un corpus es un conjunto de textos recopilados cuya funcién radica en
convertirse en proporcionar ejemplos de uso (con sus respectivos contextos) [16]. Para
este proyecto, se necesitan ejemplos del uso de las expresiones verbales fijas encontradas
en el diccionario de venezolanismos con el objetivo de identificarlas dentro del contexto

en texto no etiquetados utilizando aprendizaje automatico.



3.4 CREACION DEL CORPUS ETIQUETADO DE TWEETS 46

Tabla 3.5: Base de conocimientos de Expresiones Verbales Fijas

Expresién Ncleo | Estructura

abrir gola abrir [VERB, NOUN]

abrir un agujero para tapar otro | abrir [VERB, DET, NOUN, ADP, VERB, PRON]
abrir un hueco para tapar otro abrir [VERB, DET, NOUN, ADP, VERB, PRON]
abrirse como un paraguas abrirse | [VERB, SCONJ, DET, NOUN]

abrirse la tripa abrirse | [VERB, DET, NOUN]

abrirse la canera abrirse | [VERB, DET, NOUN]

achinar los dientes achinar | [VERB, DET, NOUN]

aflojar el coroto aflojar | [VERB, DET, NOUN]

aflojar la lengua aflojar | [VERB, DET, NOUN]

3.4.1. Metodologia propuesta para la extraccion de datos en

bruto

Se ha utilizado la biblioteca Tweepy para la extraccién de los datos en bruto
desde Twitter. El corpus inicial esta constituido por una lista de 67.445 Tweets, estos
fueron obtenidos al realizar 100 consultas exactas® de cada expresion verbal fija de
la base de conocimiento, y 100 consultas de 46 variaciones del nicleo de la expresién
(Véase tabla 3.6), esto se realiza con el fin de conseguir mas datos, ya que no se podrian
lemmatizar las busquedas. Las conjugaciones se obtuvieron con la biblioteca Pattern
de Python, y los sufijos mediante algoritmos genéricos.

La estructura del corpus inicial (Tabla 3.7), estd formada por la ID, texto,
localizacién e idioma del Tweet, y una etiqueta inicial. Se construye a partir de un

objeto Tweet:

= ID Se le asigna atributo tweet.id, el cual es un entero de 64 bits del objeto

Tweet.

2Cada consulta se hizo con comillas, para buscar la expresién completa y en orden y no sus palabras
por separado.
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» Text Con el atributo truncated = False del objeto tweet para conseguir el
texto completo, si el Tweet tiene retweets, se consigue a partir del atributo

tweet.retweeted_status.full_text, en caso contrario, tweet.full text.

Tabla 3.6: Variacion del nicleo de una expresién verbal fija para las consultas

Consulta Exacta | Variacion del nicleo Sufijo
echar tierra Infinitivo (Sin variacién)
(le) echo tierra Tercera persona-singular-pasado
échale tierra Imperativo Complemento indirecto
echarse tierra Infinitivo Reflexivo
(estd) | echandose tierra Progresivo-tercera persona Reflexivo
(que) | eches tierra Subjuntivo-segunda persona-singular

= Localizacién Se asigna dependiendo de la existencia de ciertos atributo dentro

de un tweet.

El punto de inicio para clasificar un tweet con una expresion verbal fija
venezolana (EVFEFV) es su ubicacién. Para esto se toma en primer lugar las coordenadas
ofrecidas por el tweet, si las tiene, en segundo lugar, la informacién de pais del tweet,
y por ultimo lugar la localizacién ofrecida por el usuario, siendo esta la menos precisa
ya que puede contener cualquier texto. Mas detalles en el diagrama de la Figura A.3

en apéndices.

» Idioma A partir tweet.lang, que normalmente sera “es” ya que las consultas

contienen palabras en espanol.

3.4.1.1. Resultados de la extraccién y tiempo invertido

Solo se obtuvieron resultados a la consulta exacta de 393 EVFV (contando las
conjugaciones del niicleo como la misma expresién). La figura A.4 detalla la metodologia
usada para la creacién del corpus sin etiquetar.

Es posible calcular un estimado del tiempo de extraccion, partiendo del niimero

de consultas al API de Twitter:
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Tabla 3.7: Estructura del Corpus de textos inicial

ID Tweet(Texto) Localizacién Idioma | Etiqueta

1181713509668868096 | cuando esa monja muera y barrancabermeja es Untagged
llegue a puertas del ...

1234567890987654321 | soy un tweet creado en 6.4237499, -66.5897293 | es Untagged
el centro de Venezuela

0000000000000000000 | tweet sin coordenadas Honduras es Untagged
pero con tweet.place

6666666666666666666 | tweet con solo la localizacién | In the hell es Untagged

escrita por el usuario

n
C'=) 100 x EV; (3.1)
i=0
donde C' es el numero de consultas, n es el nimero de expresiones en la base
de conocimientos; EVi es el numero de variaciones de la expresion, el cual es distinto
para los verbos reflexivos y no reflexivos, transitivos e intransitivos®; 100 es el ntimero
maximo de consultas que permite twitter por bisqueda. Para saber las consultas con
resultados:
n
Cr=> (R;xEV}) 0<R<I100,REZ (3.2)
i=0
donde Cg es el numero de consultas que arrojaron resultados, R es el niimero

de resultados obtenidos de 100 consultas.

T.(t)=C Xtetty  to€ (0, tmasl (3.3)

donde T, es el tiempo de extraccion, t. es el tiempo de consulta, t,,,. es el
tiempo maximo que tarda una computadora en hacer una consulta y t,, es la suma de

los tiempos de espera al alcanzar la tasa de consultas por hora del API de Twitter.

3Para este proyecto se asumié que todos los verbos son transitivos. Un ejemplo de verbo intransitivo
es morir, donde variaciones como “morirles” o “morirte”, no existen, ya que no tienen complemento
indirecto. Naturalmente, estos no arrojan resultados en la bisqueda, asi que solo anaden mas tiempo
de ejecucién. En [60] se explica con gran detalle la diferencia entre verbo transitivo y no transitivo,
pero es irrelevante para este trabajo.
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El nimero de consultas realizadas fue de 3.525.000 aproximadamente, y la
extraccion tardé 3.8875 dias o 93.3 horas (335880.56 segundos). Al eliminar tweets
repetidos se obtuvo la cantidad de 35.825 tweets.

3.4.1.2. Normalizacién

La normalizacion de un Tweet difiere de la normalizacion estdandar ya que hay
que tomar en cuenta los componentes de un Tweet, se siguio el siguiente proceso de

normalizacién:

1. Remocién de emojis, caracteres unicode (excepto banderas) y signos de

puntuacion.

2. Reemplazo de tildes y diéresis (d—a,ii—u) y conversién de las cadenas a

minusculas.

3. Eliminacién total de menciones (el simbolo @ y el nombre de usuario), hashtags
(simbolo # y la palabra clave) e hipervinculos (utilizando expresiones regulares).

Solo para la columna “Tweet” en el corpus.

4. Reemplazo de las banderas unicode por el nombre de pais. Solo para la columna

“Localizacion”.

5. Se utiliz6 la biblioteca OpenCageGeocode para convertir las coordenadas en una

direccién exacta. Solo para la columna “Localizacién”.

3.4.2. Metodologia propuesta para el etiquetado del corpus de

textos

Después del proceso de normalizacion, el corpus pasa por un proceso de
etiquetado utilizando la localizacion de los tweets y algunas palabras claves. La
localizacién es esencial para el etiquetado del conjunto de datos, puesto que las
expresiones poseen un contexto regional, por otro lado, las palabras claves han sido
objeto de uso para el etiquetado de informacién en distintas investigaciones [62, 63] y

han resultado ttiles para refinar las etiquetas.
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3.4.2.1. Etiquetado

Cada elemento del corpus esta etiquetado como Untagged por defecto. Luego

se cambian las etiquetas, en orden, de acuerdo a los siguientes casos:

1. Etiqueta True, si al menos una palabra clave de lugar de Venezuela aparece dentro
de la cadena en la columna “Localizacion”. Las palabras claves incluyen:
= Nombre de Venezuela: venezuela, vzla, vnzla.
= Nombres de estados: aragua, zulia, merida.
= Nombres de capitales y ciudades importantes: maracay, valera, margarita,

caracas.

2. Etiqueta False, si al menos una palabra clave de lugar internacional aparece
dentro de la cadena en la columna “Localizacién”. Este paso evita que se etiqueten
erréneamente elementos como “verdadero” cuando tienen localizaciones como

"Mérida, México”. Las palabra claves incluyen:

= Nombres de paises hispanos: mexico, mz, colombia.
= Nombres de capitales de paises hispanos: bogota, quito.

3. Etiqueta True, si al menos una palabra clave de modismo de Venezuela aparece
dentro de la cadena en la columna “Tweet”. Son tomadas del diccionario de
venezolanismos. Este paso evita que se etiqueten como falsos elementos donde
los T'weets son de venezolanos en el exterior y las palabras claves incluyen:

= Expresiones de una palabra: naguara, chamo...
» Vulgaridades regionales.

4. Etiqueta False, si al menos una palabra clave de modismo internacional aparece

dentro de la cadena en la columna “Tweet”. Las palabras claves incluyen:

» Palabras ajenas a la regién: orale, fome, pibe, boludo.*:>%7

4https://www.thisischile.cl/modismos-chilenosde-la-a-a-la-z/
Shttp://espanolyohablo.blogspot.com/2013/08 /modismos-argentinos_698.html
Shttps://www.elblogdeyes.com/modismos-mexicanos/

"Solo se tomaron 30 palabras.
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5. Las filas que quedan con la etiqueta untagged han sido eliminadas. Quedando el

corpus con 15051 elementos. La proporcién de verdaderos y falsos es de 9:11.

En la ultima seccién del proyecto se puede ver graficamente el proceso (A.5).

Tabla 3.8: Estructura del corpus de textos etiquetado

ID Tweet(Texto) Etiqueta | Expresion

1181713509668868096 | cuando esa monja muera y True Pelar Cacao
llegue a puertas del ...

1234567890987654321 | soy un tweet creado en True EVF
el centro de Venezuela

0000000000000000000 | tweet sin coordenadas False EVF
pero con tweet.place

6666666666666666666 | tweet con solo la localizacién False EVF
escrita por el usuario

2222222222222222222 | ayer me dieron la cola de conejo | False EVF

que usan para la suerte

3.5. Creacion del corpus de EVF

3.5.1. Metodologia propuesta para la creacion del corpus de

EVF

Para saber si un documento posee una expresion verbal fija venezolana mediante
su contexto, es necesario saber si el documento posee expresiones fijas. En esta seccién
se propone una metodologia para la caracterizacion de estas expresiones con el fin de
entrenar un modelo que las identifique como EVF a priori de clasificarlas como EVF

venezolanas.

3.5.1.1. Extraccién de patrones de categorias gramaticales

Con el corpus de Tweets mostrado en la tabla 3.8, y utilizando la estructura de

las expresiones de la base de conocimientos (Tabla 3.5) es posible crear una lista de
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los patrones que aparecen (véase Tabla 3.9). Este proceso se inspira en la metodologia
propuesta en [33] en 2015%. En este caso, para la identificacién de los patrones se ha
utilizado el modelo en espanol de SpaCy que permite extraer la categoria gramatical

de un token.

Tabla 3.9: Lista de patrones de categorias gramaticales encontrados en la base de

conocimientos.
# | Patron de categorias gramaticales
1 [VERB, NOUN]
2 [VERB, DET, NOUN, ADP, VERB, PRON],
3 [VERB, SCONJ, DET, NOUN]
4 [VERB, DET, NOUN]
5 [VERB, ADP, DET, NOUN, ADP, DET, NOUN]
6 [VERB, DET, NOUN, ADP, DET, NOUN]
7 [VERB, ADP, DET, NOUN]
8 [VERB, DET, NOUN, CONJ, ADV, VERB, DET, PRON]
105 | [VERB, ADV, AUX, VERB]|

Para evaluar cada patrén con cada Tweet con el objetivo de adquirir candidatos
a EVF para el corpus de EVF etiquetado, el proceso empieza convirtiendo cada Tweet
en una lista de duplas. Como el coste computacional de convertir el corpus de Tweets,
es demasiado alto se ha utilizado una fraccién del mismo, asegurandose que contiene

al menos una de las expresiones que ahi aparecen.

3.5.1.2. Extraccién de patrones de un Tweet

Considérense el conjunto de Tweets:

T(w) = {ty,ta,....,t,} donde w € X (3.4)

8En el trabajo de Sanchez se identifican etiquetas morfo-sintdcticas utilizando una herramienta
llamada FreeLing.
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Donde ¢; es un Tweet, w una palabra y ¥ es el conjunto de palabras del idioma Espariol.

Y el conjunto de patrones:
P(k) = {p1,pa, ..., pn} donde k € Q (3.5)

Donde p; es un patrén, k una categoria gramatical y € el conjunto de todas las

categorias gramaticales. L es un conjunto de duplas:
L(kv U)) = {(kb wl)a <k27 w2)7 s (kn) wm)} donde Vw3k (36>
Entonces el corpus serd un conjunto de expresiones E(w) = {eq, ez, ..., €}

Corpus = E(w)’ (pi(k), ej(w)> € Lk,w) sii=j (3.7)

Ejemplo de extraccién de patréon del conjunto de Tweets

Sea el conjunto unitario T'(w) = {t1}

t = “Hace rato fui a una panaderia y le pregunté a mi mama si (3 8)
1= me podia dar la cola hasta el central” .

P(k) es el conjunto de patrones en la lista de patrones de la Tabla 3.9. Entonces
L sera:

L(k,w) = {(AUX, Hace), (NOUN, rato), (AUX, fui), (ADP, a), (DET, una),
(NOUN, panaderia), (CONJ, y), (PRON, le), (VERB, pregunté), (ADP, a), (PRON,
mi), (NOUN, mamd), (SCONJ, si), (PRON, me), (AUX, podia), (VERB, dar), (DET,
la), (NOUN, cola), (ADP, hasta), (DET, el), (NOUN, central)}

El conjunto de patrones pertenecientes a L y a P(k) es:
]3(k) = {(VERB, DET, NOUN), (VERB, DET, NOUN, ADP, DET, NOUN),
(AUX, NOUN), (AUX, VERB, DET, NOUN)}

Por lo tanto, el conjunto de expresiones pertenecientes a L es:

corpus = FE(w) = {dar la cola, dar la cola hasta el central, hace rato, podia dar

la cola} para (pi(k),ej(w)) € L(k,w).



3.5 CREACION DEL CORPUS DE EVF 54

3.5.2. Metodologia propuesta para el etiquetado del Corpus
de EVF

Cada documento del corpus sin etiquetar, es etiquetado como EVF si el valor
de Similitud de Expresién (Sg) es mayor a 90 % siguiendo el siguiente proceso de

validacion:

1. Lemmatizacion del nticleo: Ya que el nicleo de cada expresion es el que suele
cambiar, se lemmatiza el nicleo (verbo) del candidato a expresién, de esta forma,
las conjugaciones ya no resultan un problema al momento de calcular la similitud.

(Véase Figura 2.5)

2. Similitud Coseno: S es el resultado de conseguir el valor méximo de todos los
valores devueltos por docl.similarity(doc2[i]) donde DOCI es el candidato
a EVF del corpus etiquetado y DOC2 son cada una de las expresiones de la base

de conocimientos.

LU (3.9)

3. Cardinalidad del documento: Si DOC1 posee mas o menos tokens que DOC2,
el valor de similitud se castiga en un 5% si la diferencia de tamano es 1y 10 % si

la diferencia de tamano es mayor a 1. Se premia un 1 % si son del mismo tamarno.

S —5(0.05) si |Card(docl) — Card(doc2)| =1
ST =45-5(0.1) si |Card(docl) — Card(doc2)| > 1 (3.10)
S+ 5(0.01) si Card(docl) = Card(doc2)
Esta regla permite comparar el tamano de las expresiones, el candidato a

expresion podria contener una palabra agregada que no pertenece a la locucion

verbal pero que fue extraida debido a un patrén equivocado.

4. Similitud de cadena de los componentes: La similitud de la expresién sera el
promedio entre la similitud de cadena de los componentes (documento sin nicleo)
de DOCI1 entre los componentes de DOC2 y la similitud S*

- S* + Scadena

Sk 5

(3.11)
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Esta regla permite comparar la fijacién de dos expresiones; ya que el nicleo no

se incluye y se supone que las locuciones no pueden variar sus componentes.

Tabla 3.10: Proceso de etiquetado de un candidato a EVF

fﬁ?{gﬂgﬁ;’r Nucleo | Componentes S* E;;ggfg;gn Scadena SE EVF
di6 la cola dar la cola 0.9748 dar la cola 1.0 0.9874 | True
bty ol | dar | Tagolabagie | 0.9849 | cosereetiomeo | 0.35 | 0.6674 | False
hace rato hacer rato 0.9750 | hacer cachapas 0.36 0.6675 | False
podfa dar la cola | poder dar la cola | 0.9702 | dar con la espuela 0.53 0.7501 | False
dar el rabo dar el rabo 1.0697 dar el palo 0.71 0.8899 | False
dar las colas dar las colas 1.0002 dar la cola 0.88 0.9401 | True
darnos la cola | darnos las colas 0.9844 dar la cola 1.0 0.9922 | True
kkkkkk sdfsdf | kkkkkk sdfsdf 0 Null 0 0 False

Este proceso de etiquetado ya constituye una forma de identificacion de

expresiones verbales fijas, sin embargo, jamas podria identificar expresiones nuevas

debido a su cualidad restrictiva. Al finalizar el etiquetado se obtuvieron 385 expresiones

clasificadas como EVF que no estan incluidas en el corpus etiquetado. Con el corpus

ya terminado, el siguiente capitulo tratard sobre el entrenamiento de modelos de

clasificacién haciendo uso del corpus de EVF y el corpus de texto.



Capitulo 4
Construccion del modelo

En este capitulo se explican los pasos necesarios para al entrenamiento de
los datos del corpus etiquetado, las dependencias utilizadas y el desempeno de los
algoritmos. Asi como también el procedimiento que deben seguir los datos desconocidos

para ponerse a prueba.

4.1. Técnicas de extraccion de caracteristicas

Para entrenar un conjunto de datos, es necesario recopilar las caracteristicas
que distinguen a esos datos. Para este proyecto, se deben extraer caracteristicas a los
documentos del corpus de textos y del corpus de EVF. Se ha utilizado la biblioteca
scikit-learn que provee de varios métodos para conseguir los modelos para los vectores

de caracteristicas [64]. Primero considérense dos documentos D; y D5 a evaluar:

D, = “se acaba el tiempo”

Dy = “el tiempo de Dios es perfecto”

4.1.1. Vector binario

Con este método, para todas las palabras dentro del vocabulario, si la palabra
aparece en un documento al menos una vez, es contada con un positivo, si la palabra
no aparece, es contada como negativo. Como no toma en cuenta la frecuencia en la que

una palabra aparece, existe la posibilidad de perder informacién [65]
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Tabla 4.1: Vectores binarios.

Documento se acaba el tiempo de Dios es perfecto
se acaba el tiempo 1 1 1 1 0 0 0 0
el tiempo de Dios es perfecto | 0 0 1 1 1 1 1 1

4.1.2. Vector de conteo (CV)

Este método funciona como el vectorizador binario, pero cuenta también la
frecuencia en la que aparece una palabra en el documento. Para efectos demostrativos

se ha cambiado D; para que tenga una palabra repetida.

Tabla 4.2: Vectores de conteo.

Documento a el se le acaba tiempo de Dios es perfecto
a el se le acaba el tiempo 1 2 1 1 1 1 0 0 0 0
el tiempo de Dios es perfecto | 0 1 0 0 0 1 1 1 1 1

4.1.3. TF-IDF

Es una de las técnicas mas usadas para el proceso de datos en forma de texto, el
nombre viene del inglés Term Frecuency-Inverse Data Frecuency, traducido al espanol
como Frecuencia de Términos - Frecuencia Inversa de Documentos [66, 67]. Su utilidad
radica en covertir un documento en un formato estructurado, de manera que refleje
numéricamente que tan importante es una palabra para un documento del corpus [68].

Se calcula a partir de dos conceptos distintos:

Frecuencia de términos (TF) Esta definicién resuelve la frecuencia de una palabra
dentro de un documento en el corpus, el valor de TF aumenta cuando el numero de
ocurrencia de una palabra dentro de un documento aumenta, y cada documento
tiene su propia TF. Se define de la siguiente manera:

ni,j

>N

donde tf; ; es el nimero de ocurrencias de ¢ en j
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Frecuencia Inversa de Documento (IDF) Se utiliza para calcular el peso de
palabras poco frecuentes dentro de todos los documentos del corpus, estas

palabras tendran un IDF alto. Se define de la siguiente forma:

dfi

donde df; es el nimero de documentos que contienen ¢ y N es el numero de

idf (w) = log <ﬁ> (4.2)

documentos.
Combinando ambas definiciones se obtiene el TF-IDF de una palabra en un

documento del corpus:

N
Wi 5 = tfi,j X lOg (E) (43)

Ejemplo de TF-IDF
Sean Dy y Ds:

El valor TF-IDF de las palabras comunes sera cero si son poco significativas.

Ver Tabla 4.3

Tabla 4.3: Célculo de TF-IDF.

Palabra B IDF HEIDE
D; | Do D, D,
se 1/4| 0 |log(2/1) = 0.301 | 0.075 | 0
acaba /4] 0 log(2/1) 0075 | 0
el 1/411/6 log(2/2) 0 0
tiempo | 1/4|1/6 log(2/2) 0 0
de 0 | 1/6 log(2/1) 0 |0.075
Dios 0 | 1/6 log(2/1) 0 |0.075
es 0 |1/6 log(2/1) 0 |0.075
perfecto | 0 | 1/6 log(2/1) 0 |0.075
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4.1.4. Vector de caracteristicas hibrido

En [69] se presenta una técnica para la clasificacién de textos utilizando
caracteristicas semanticas. Esto se realiza mediante la concatenacion de un vector de
caracteristicas creado a partir de técnicas de conteo y frecuencia, con un vector de
palabras pesado con TF-IDF.

Para este proyecto se utilizara el modelo en espanol de SpaCy de vectores de 50
dimensiones de manera similar, pero mucho mas simple:

Sea WV la representacion en vectores de palabras de un documento, y XV el
vector de caracteristicas de un documento obtenido con TF-IDF o CV. El vector de

caracteristicas hibrido serd la concatenacion de WV con XV

Tabla 4.4: Vectores hibridos con vectores de palabras de dos dimensiones.

Documento a el se le acaba tiempo de Dios es perfecto | Vector de palabras
a el se le acaba el tiempo 1 2 1 1 1 1 0 0 0 0 -1.345 2.345
el tiempo de Dios es perfecto |0 1 0 0 0 1 1 1 1 1 1.342 1.111

4.2. Creacion de los conjuntos de datos

El conjunto de datos se diferencia del corpus porque el corpus ofrece informacién
lingiiistica, mientras que el conjunto de datos contiene valores numéricos. Sin embargo,
es necesario aclarar que suelen ser utilizados como sinénimos, para este proyecto se
justifica la distincion ya que los modelos utilizan distintos conjuntos de datos, pero el
mismo corpus. En [70] realizan esta distincién al definir el corpus como un ejemplo
representativo de un idioma para un propédsito general, mientras que el conjunto de
datos representa investigaciones sobre preguntas especificas.

Se han utilizado las técnicas de extraccion de caracteristicas de la seccién
anterior para ambos corpus. El primer conjunto de datos se obtiene a partir del corpus
de EVF, con una dimension de 10689 observaciones x 6137 caracteristicas con bloques
de 1 token. El segundo conformado por la extraccién de caracteristicas del corpus de

Tweets, con 14405 observaciones x 30538 caracteristicas con bloques de 1 token.



4.3 MODELOS PROPUESTOS 60

Los subconjuntos III-i corresponden a algunas de las expresiones individuales
del corpus de Tweets con mas observaciones. Mientras que los subconjuntos IV-
i corresponden a expresiones individuales etiquetadas manualmente del corpus sin
etiquetar de 35.825 Tweets. Las dimensiones y proporcién de las etiquetas para cada

conjunto de datos son detalladas en la Tabla 4.5.

Tabla 4.5: Conjuntos de datos. Caracteristicas extraidas con vectores de conteo.

Conjunto de datos Expresiones Dimension tiquetas

Observaciones | Caracteristicas | True | False

I n/a 10689 6137 37% | 63%
1I Todas las encontradas 14405 30538 45% | 55 %
III-1 parar bola 862 3980 53% | 47%
I11-2 meterse a 592 3822 29% | 1%
I11-3 caer encima 349 2484 38% | 62%
I11-4 mentar la madre 302 1931 30% | 70%
I11-5 estar hecho 278 2159 38% | 62%
I11-6 dar el golpe 236 2131 27% | 73%
II1-7 sacar la piedra 157 1027 44% | 56 %
I11-8 estar limpio 154 1330 32% | 68%
I11-9 dar la cola 95 772 8% | 17%
I11-10 poner la torta 70 512 81% | 19%
V-1 caer encima 881 4705 4% | 26 %
V-2 estar limpio 154 1330 12% | 8%
V-3 dar la cola 162 1157 8% | 22%

4.3. Modelos propuestos

Se proponen dos modelos distintos, correspondientes al modelo de

caracterizacién de EVF y al modelo de identificacion de EVFV.

» Modelo para caracterizar EVF, entrenado a partir del conjunto de datos I.

Este modelo predice si un candidato (el cual es previamente extraido con la ayuda
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del modelo entrenado de SpaCy, de acuerdo a sus categorias gramaticales) es una

expresion verbal fija.

= Modelo para identificar EVFV, toma de base el corpus de Tweets. Este
modelo predice si una EVF dentro de un contexto dado es venezolana. Y se

proponen tres maneras de construirlo:

e Generalizado: Incluye todas las expresiones encontradas, entrenado con el

conjunto de datos II.

e Particularizado: se han utilizado 10 expresiones frecuentes del corpus. Se

entrena con cada subconjunto de datos III

e Particularizado etiquetado manualmente:, es igual al anterior, pero es
etiquetado por personas, y no con la metodologia descrita en el capitulo 3.
Se han utilizado solo 3 expresiones, corresponden al entrenamiento de los

subconjuntos de datos IV.

4.4. Validacion del modelo

La construccién de un modelo depende de la elecciéon del algoritmo que mejor
rendimiento tiene para una determinada tarea. El éxito de esta eleccion recae en el
correcto ajuste de los parametros que constituyen un modelo, uno de los mas utilizados

en la ingenierfa de datos es la validacién cruzada [26].

4.4.1. Variacion de hiperparametros para la extraccion de

caracteristicas

Las métodos de extraccién de caracteristicas poseen parametros que cambian su
comportamiento y que pueden o no mejorar el desempeno del algoritmo de clasificacién.
Para los modelos propuestos se han utilizado tres de las técnicas mencionadas en el

apartado anterior, estos son algunos de los pardametros que se han tomado en cuenta:

= Rango de n-gramas: ngram range = (min,max), los n_gramas son los bloques

de tokens que se cuentan. Es posible utilizar varios tamanos de gramas en una
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sola extraccion. El valor min y max indica los tamanos minimo y maximo de cada
bloque respectivamente. La ventaja del uso de n-gramas es que permite tomar en
cuenta patrones continuos, pero las caracteristicas tendran un grado de fijacion

mayor.

Tabla 4.6: Variacién del rango de n-gramas para la tokenizacién de Dy

ngram_range Bloque de tokens
(1,1) se acabo el tiempo
(1,2) se acabo acabo el el tiempo se acabo el | tiempo
(2,3) se acabo el | acabo el tiempo | se acabo | acabo el | el tiempo

= Stopwords: Indica si se incluyen o no las palabras vacias. Este parametro
permite extraer caracteristicas tomando en cuenta solo las palabras con

significado tinico.

= Usar IDF: Es un parametro binario que indica la inclusién de la frecuencia
inversa de documentos (IDF) dentro de TF-IDF. La exclusion de IDF permite
tomar en cuenta las palabras comunes dentro del corpus. Solo aplica para TF-

IDF.

= Max. caracteristicas: Controla el nimero maximo de caracteristicas a usar.
Si el nimero de caracteristicas es mucho mas grande que el de observaciones el

modelo puede sobreajustarse.

4.4.2. Variacion de hiperparametros de los clasificadores

Anélogo a los métodos de extraccion de caracteristicas, los algoritmos de
clasificacion DT y SVM poseen una configuracion paramétrica que puede ajustarse

con el fin de mejorar la tasa de clasificacion, los principales son:
= MAaquinas de Vectores de Soporte

e Kernel: Lineal, Radial o Polinomial.

e Grado: Para con el kernel polinomial, cuando el grado es mayor la superficie

de decisidon es mas flexible.



4.4 VALIDACION DEL MODELO 63

e C: Es el parametro de regularizacion. Regula el compromiso entre una mala
clasificacién de los ejemplos de entrenamiento contra la simplicidad de la
superficie de decision. Si el valor es bajo generaliza mas, y cuando el valor

es alto, restringe.

e Gamma: Para los kernels polinomial y radial. Define que tan lejos llega
la influencia de un solo ejemplo de entrenamiento, con valores bajos que

significan ’lejos’ y valores altos que significan ’cerca’.
= Arboles de decisién binarios

e Profundidad maxima: Mientras mas profundo es el arbol, mas divisiones
tiene y captura mas informacién sobre los datos. Pero si el valor es demasiado

alto el modelo puede sobreajustarse.
= Impulso Adaptativo

e Estimador base clasificador a adaptar, normalmente un arbol.

e Numero de estimadores: determina el numero de arboles secuenciales

(estimador base) a ser modelados

e Tasa de Aprendizaje: Indica el impacto del estimador en el resultado final
de entrenamiento. Cuando los valores son altos es posible que el modelo se

sobreajuste, por eso se prefieren valores pequenos.

4.4.3. Validacion cruzada

La validaciéon cruzada consiste en una prueba de rendimiento de los algoritmos
de acuerdo a distintos ajustes de parametros. No solo se han tomado en cuenta los
hiperparametros de los clasificadores, sino también los de los métodos de extraccién de

caracteristicas. Para esta prueba el conjunto de datos se dividié en cinco segmentos.

4.4.3.1. Validacién del modelo de caracterizaciéon de EVF

Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacién son:
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= SVM: Kernel: radial, C = 1, Gamma = 0.5.

= DT: Profundidad Maxima = 42, Criterion: ’gini’.

» AB: Criterion (Estimador base): "entropy’, Splitter(Estimador base): "best’, Tasa
de aprendizaje = 1, Numero de estimadores = 50.

Tabla 4.7: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo
de caracterizacién de EVF

Método Iteracion K Desviacion
Algoritmo Media
de extraccién 1 2 3 4 5 Estandar
SVM CV(1,2) 76.35% | 75.48% | 75.94% | 74.67% | 76.54% | 75.80 % +2%
DT CV(1,2) 74.48% | 73.55% | 72.93% | 72.39% | 73.33% | 73.34% +1%
AB CV(1,2) 74.08% | 71.68% | 73.13% | 71.06% | 72.93% | 72.57% +2%

4.4.3.2. Validacién del modelo de identificaciéon de EVFV: Generalizado

Para cada algoritmo los mejores parametros encontrados para el conjunto de
validacién son:

= SVM: Kernel: radial, C = 100, Gamma = 0.001.
= DT: Profundidad Maxima = 42, Criterion: ’gini’.

» AB: Criterion (Estimador base): 'gini’, Splitter(Estimador base): 'random’, Tasa

de aprendizaje = 0.5, Numero de estimadores = 50.

Tabla 4.8: Exactitud de cada segmento de prueba de la validaciéon cruzada para el modelo
generalizado de identificacién de EVFV.

Método Iteracion K Desviacion
Algoritmo Media
de extraccién 1 2 3 4 5 Estandar
SVM CV(1,1) 66.73% | 65.89% | 66.93% | 63.54% | 63.59% | 65.34% +3%
DT Ccv(1,1) 61.08% | 65.05% | 61.77% | 61.46% | 62.30% | 62.04% +1.7%
AB CV(1,1) 65.05% | 65.39% | 66.33% | 63.99% | 65.67% | 65.47 % +1%
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4.4.3.3. Validaciéon del modelo de identificacion de EVFV venezolanas:

Particularizado

= Expresién “parar bola”
Para cada algoritmo los mejores parametros encontrados para el conjunto de
validacién son:
e SVM: Kernel: radial, C = 10, Gamma = 0.01.
e DT: Profundidad Méxima = 2, Criterion: ’entropy’.

e AB: Criterion (Estimador base): ’gini’, Splitter(Estimador base): 'random’,

Tasa de aprendizaje = 0.05, Numero de estimadores = 50.

Tabla 4.9: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresion “parar bola”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 63.11% | 65.29% | 59.17% | 60.00% | 62.50% | 62.02% +4.4%
DT CV(1,1) 66.39% | 74.38% | 58.33% | 65.00% | 70.83% | 67.00% | +£10.7%
AB CV(1,1) 66.39% | 66.94% | 58.33% | 62.50% | 72.50% | 65.34 % +9%

= Expresion “meterse a”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacién son:
e SVM: Kernel: radial, C = 1, Gamma = 0.0001.

e DT: Profundidad Maxima = 2, Criterion: ’entropy’.

e AB: Criterion (Estimador base): ’gini’, Splitter(Estimador base): 'random’,

Tasa de aprendizaje = 0.05, Numero de estimadores = 150.

= Expresion “caer encima”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacion son:
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Tabla 4.10: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresién “meterse a”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 68.67% | 68.67% | 68.67% | 68.67% | 69.51% | 68.84 % +1%
DT CV(1,1) 69.88% | 68.67% | 68.67% | 68.67% | 67.47% | 69.51% +1.3%
AB CV(1,1) 63.86% | 60.24% | 60.24% | 60.24% | 74.39% | 63.77 % +10%

e SVM: Kernel: polinomial, C = 10, Gamma = 0.01, Grado = 3.
e DT: Profundidad Maxima = 2, Criterion: ’gini’.

e AB: Criterion (Estimador base): ’gini’, Splitter(Estimador base): 'random’,

Tasa de aprendizaje = 0.1, Niimero de estimadores = 100.

Tabla 4.11: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresion “caer encima’.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 60.00% | 57.14% | 61.22% | 66.67% | 60.42% | 61.07% +6.2%
DT CV(1,1) 62.00% | 59.18% | 61.22% | 62.50% | 62.59% | 61.48% +2.5%
AB CV(1,1) 66.00% | 59.18% | 57.14% | 64.58% | 58.33% | 61.07% +71%

» Expresion “mentar la madre”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacién son:
e SVM: Kernel: polinomial, C = 1000, Gamma = 0.01, Grado = 5.

e DT: Profundidad Méxima = 5, Criterion: ’entropy’.

e AB: Criterion (Estimador base): ’gini’, Splitter(Estimador base): 'random’,

Tasa de aprendizaje = 1, Numero de estimadores = 300.

= Expresion “estar hecho”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacion son:
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Tabla 4.12: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresiéon “mentar la madre”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 74.42% | 76.19% | 73.81% | 76.19% | 73.81% | 74.88% +2.2%
DT CV(1,1) 72.09% | 73.81% | 73.81% | 71.43% | 73.81% | 72.99% +2%
AB CV(1,1) 69.77% | 66.67% | 66.67% | 69.05% | 66.67% | 67.77 % +2.7%

e SVM: Kernel: polinomial, C = 1000, Gamma = 0.01, Grado = 5.
e DT: Profundidad Maxima = 5, Criterion: ’entropy’.

e AB: Criterion (Estimador base): ’gini’, Splitter(Estimador base): 'random’,

Tasa de aprendizaje = 1, Numero de estimadores = 300.

Tabla 4.13: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresion “estar hecho”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 74.42% | 76.19% | 73.81% | 76.19% | 73.81% | 74.88% +2.2%
DT CV(1,1) 72.09% | 73.81% | 73.81% | 71.43% | 73.81% | 72.99% +2%
AB CV(1,1) 69.77% | 66.67% | 66.67% | 69.05% | 66.67% | 67.77 % +2.7%

= Expresion “dar el golpe”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacién son:
e SVM: Kernel: radial, C = 1, Gamma = 0.0001.
e DT: Profundidad Maxima = 3, Criterion: ’gini’.

e AB: Criterion (Estimador base): 'entropy’, Splitter(Estimador base): "best’,

Tasa de aprendizaje = 1, Numero de estimadores = 100.

= Expresion “sacar la piedra”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacion son:
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Tabla 4.14: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresiéon “dar el golpe”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 73.53% | 73.53% | 72.73% | 75.00% | 75.00% | 73.94 % +1.8%
DT CV(1,1) 73.53% | 70.59% | 69.70% | 75.00% | 78.12% | 73.33% +6.1%
AB CV(1,1) 70.59% | 73.53% | 66.67% | 75.00% | 68.75% | 70.91 % +6.1%

e SVM: Kernel: radial, C = 10, Gamma = 0.5.
e DT: Profundidad Maxima = 17, Criterion: 'entropy’.

e AB: Criterion (Estimador base): ’entropy’, Splitter(Estimador base):

'random’, Tasa de aprendizaje = 0.1, Nimero de estimadores = 100.

Tabla 4.15: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresion “sacar la piedra”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 56.52% | 63.64% | 59.09% | 61.90% | 57.14% | 59.63 % +5.5%
DT CV(1,1) 34.78% | 54.55% | 63.64% | 76.19% | 66.67% | 58.72% | +£28.3%
AB CV(1,1) 52.17% | 50.00% | 54.55% | 61.90% | 66.67% | 56.88% | +*£12.4%

= Expresion “estar limpio”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacién son:

e SVM: Kernel: radial, C = 1, Gamma = 0.1.
e DT: Profundidad Maxima = 3, Criterion: ’gini’.

e AB: Criterion (Estimador base): ’gini’, Splitter(Estimador base): ’best’,

Tasa de aprendizaje = 0.5, Numero de estimadores = 150.

= Expresion “dar la cola”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacion son:
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Tabla 4.16: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresion “estar limpio”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 68.18% | 72.73% | 68.18% | 76.19% | 70.00% | 71.03 % +6.1%
DT CV(1,1) 68.18% | 77.27% | 72.713% | 71.43% | 70.00% | 71.96 % +6.2%
AB CV(1,1) 63.64% | 81.82% | 81.82% | 61.90% | 65.00% | 71.03% | *£18.1%

e SVM: Kernel: radial, C = 1000, Gamma = 0.0001.
e DT: Profundidad Maxima = 23, Criterion: 'entropy’.

e AB: Criterion (Estimador base): ’gini’, Splitter(Estimador base): ’best’,

Tasa de aprendizaje = 1, Numero de estimadores = 50.

Tabla 4.17: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresion “dar la cola”.

Método Iteracién K Desviacion
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(L,1) 85.71% | 84.62% | 84.62% | 84.62% | 84.62% | 84.85% +0.9%
DT CV(1,1) 71.43% | 84.62% | 100.00% | 84.62% | 76.92% | 83.33% | +19.3%
AB CV(L,1) 78.57T% | 84.62% | 84.62% | 76.92% | 84.62% | 81.82% +6.8%

= Expresion “poner la torta”
Para cada algoritmo los mejores parametros encontrados para el conjunto de
validacion son:
e SVM: Kernel: radial, C = 1, Gamma = 0.0001.
e DT: Profundidad Méxima = 39, Criterion: 'gini’.

e AB: Criterion (Estimador base): ’entropy’, Splitter(Estimador base):

'random’, Tasa de aprendizaje = 1, Niimero de estimadores = 100.
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Tabla 4.18: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular de identificacién de la expresiéon “poner la torta”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 80.00% | 80.00% | 80.00% | 80.00% | 77.78 % | 79.59 % +1.7%
DT CV(1,1) 80.00% | 90.00% | 90.00% | 90.00% | 88.89% | 87.76 % +7.9%
AB CV(1,1) 80.00% | 80.00% | 90.00% | 90.00% | 88.89% | 85.71% +9.5%

4.4.3.4. Validacién del modelo de identificacion de EVFV: Particularizado

etiquetado manualmente

= Expresion “caer encima”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validaciéon son:

e SVM: Kernel: radial, C = 1, Gamma = 0.2.
e DT: Profundidad Maxima = 4, Criterion: ’gini’.

e AB: Criterion (Estimador base): ’entropy’, Splitter(Estimador base):

random’, Tasa de aprendizaje = 0.5, Niimero de estimadores = 50.

Tabla 4.19: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular etiquetado manualmente de identificacion de la expresién “caer encima”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 75.00% | 74.19% | 74.80% | 73.98% | 74.59% | 74.51 % +0.8%
DT CV(1,1) 88.78% | 72.58 % | 74.19% | 73.17% | 64.23% | 74.59 % +7.7%
AB CV(1,1) 69.35% | 75.00% | 72.36 % | 71.54% | 74.59% | 72.56 % +4.1%

= Expresion “estar limpio”
Para cada algoritmo los mejores parametros encontrados para el conjunto de

validacion son:

e SVM: Kernel: radial, C = 1, Gamma = 0.2.
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e DT: Profundidad Maxima = 2, Criterion: ’gini’.

e AB: Criterion (Estimador base): ’entropy’, Splitter(Estimador base):

random’, Tasa de aprendizaje = 0.5, Nimero de estimadores = 50.

Tabla 4.20: Exactitud de cada segmento de prueba de la validacién cruzada para el modelo

particular etiquetado manualmente de identificacion de la expresién “estar limpio”.

Método Iteracion K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 90.91% | 90.91% | 90.91% | 90.48% | 95.00% | 91.59 % +3.3%
DT CV(1,1) 90.91% | 90.91% | 90.91% | 90.48% | 95.00% | 91.59 % +3.3%
AB CV(1,1) 90.91% | 90.91% | 90.91% | 90.48% | 95.00% | 91.59 % +4.1%

= Expresién “dar la cola”
Para cada algoritmo los mejores parametros encontrados para el conjunto de
validacién son:
e SVM: Kernel: radial, C = 1, Gamma = 0.2.
e DT: Profundidad Maxima = 3, Criterion: ’gini’.

e AB: Criterion (Estimador base): ’gini’, Splitter(Estimador base): ’best’,

Tasa de aprendizaje = 0.1, Nimero de estimadores = 100.

Tabla 4.21: Exactitud de cada segmento de prueba de la validaciéon cruzada para el modelo

particular etiquetado manualmente de identificaciéon de la expresién “dar la cola”.

Método Iteraciéon K Desviacién
Algoritmo Media
de extraccion 1 2 3 4 5 Estandar
SVM CV(1,1) 75.00% | 78.26% | T7.27T% | 7727 % | 77.27% | 76.99 % +22%
DT CV(1,1) 79.17% | 86.96% | 81.82% | 77.27% | 81.82% | 81.82% +6.6 %
AB CV(1,1) 79.17% | 91.30% | 81.82% | 72.73% | 68.18% | 7876 % | +15.8%

4.4.3.5. Resultados de las pruebas de validacion cruzada

Las pruebas de validacion cruzada con K=5 permitieron estimar la exactitud de

los algoritmos sobre datos nuevos. El comportamiento de los algoritmos en la prueba
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fue diferente para cada modelo:

= Para el primer modelo, en la Tabla 4.8 se observé un mejor desempeno para el
algoritmo SVM frente a los otros dos, sin embargo, la diferencia es poco notable

y en los tres algoritmos no se observ sobreajuste.

= Para el segundo modelo, se observé un mejor rendimiento para el algoritmo AB,

frente a los otros dos. La exactitud es menor a la de los modelos particulares.

= El comportamiento de los modelos particulares durante la prueba fue bastante
variado y resulta dificil escoger hiperpardmetros que optimicen a todos los
modelos, sin embargo, esto no fue el caso para los que fueron etiquetados
manualmente, pues estos comparten la mejor configuracion del algoritmo SVM.
En el modelo para la expresion “sacar la piedra” se observé inconsistencia para
encontrar datos nuevos, esto se debe a la mala calidad de las etiquetas, esto sucede
cuando la expresion se encuentra en el mismo contexto para varias observaciones
pero las etiquetas se contradicen. El algoritmo SVM presenté menos sobreajuste

durante las pruebas de validacién de los modelos particulares.

Tabla 4.22: Comparacién de exactitudes para cada segmento de la misma expresion con

distinto etiquetado.

Iteracién K Desviacion
Expresién Algoritmo Media
1 2 3 4 5 Estandar
estar limpio SVM 68.18% | 72.73% | 68.18% | 76.19% | 70.00% | 71.03 % +6.1%
estar limpio (manual) SVM 90.91% | 90.91% | 90.91% | 90.48% | 95.00 % | 91.59 % +3.3%
dar la cola SVM 85.71% | 84.62% | 84.62% | 84.62% | 84.62% | 84.85% +0.9%
dar la cola (manual) SVM 75.00% | 78.26% | T7.27% | 77.27% | 77.27% | 76.99 % +2.2%

= El dltimo modelo explica el comportamiento distinto de algunas expresiones, al
ser etiquetado manualmente las etiquetas se contradicen mucho menos y el modelo
predice facilmente datos nuevos. No obstante, esto no significa que el etiquetado
manual provea una mayor exactitud, puesto que para la expresion “dar la cola” se
obtuvo mejor exactitud con el etiquetado automéatico. En la Tabla 4.22 se observa
como para la expresion “estar limpio” la exactitud varia maés en las iteraciones

para el conjunto de datos etiquetado con la metodologia del capitulo 3.
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Se ha definido la mejor configuracion para cada algoritmo, el siguiente capitulo

corresponde a la simulacion de los modelos.



Capitulo 5
Evaluacién y resultados

En este capitulo se realiza el entrenamiento final de los modelos, habiendo
obtenido ya los requisitos necesarios para su construccién, se evaltia el rendimiento
de cada clasificador versus las técnica de extraccién de caracteristicas y se compara

con otros algoritmos mencionados en el capitulo 2.

5.1. Meétricas para la evaluacion de los modelos de

clasificaciéon

A continuacién se presentan las métricas para la evaluacién de rendimiento
de los algoritmos. Se han utilizado los parametros éptimos obtenidos en la prueba
de validacién cruzada para cada algoritmo, y se incluye el modelo de Bernoulli del
algoritmo de Naive Bayes para fines comparativos. Ademads, se comparan los métodos

de extraccion de caracteristicas mencionados en la seccion 4:

5.1.1. Rendimiento de los modelos de clasificacién para la
caracterizacion de EVF
En la Tabla 5.1, se puede observar una mayor exactitud en el conjunto de prueba

para el algoritmo SVM en relacion a los otros tres, asimismo, las caracteristicas que

combinaban los métodos tradicionales sumados a los vectores de palabra permitieron



5.1 METRICAS PARA LA EVALUACION DE LOS MODELOS DE CLASIFICACION

Tabla 5.1: Valores de exactitud del modelo para caracterizacion de EVF

Métodos de Algoritmos
extraccion NB SVM DT AB
CV 69.41% | 70.75% | 68.97% | 64.86 %
TF-IDF 69.41% | 70.41% | 69.16% | 65.98 %
CV+WV 69.54% | 75.12% | 64.27% | 64.05%
TF-IDF+WV | 69.54% | 75.46 % | 65.05% | 63.83%
WV 65.23% | 75.87% | 63.74% | 69.19%

un mejor rendimiento del algoritmo.

Tabla 5.2: Métricas para evaluar el rendimiento del modelo para caracterizaciéon de EVF

Configuracion del modelo | Precision | Recuperacién | F'1 Score
SVM CV+WV 74.18 % 51.26 % 60.63 %
SVM TF-IDF+WV 74.66 % 51.09 % 60.67 %
SVM \WAY 71.97% 57.07% 63.66 %

En la Tabla 5.2 se encuentran las mejores métricas obtenidas para el modelo
de caracterizacion, correspondientes al algoritmo SVM. Existe un balance entre los
documentos relevantes y los recuperados ya que las medidas de precisién y recuperacion
no difieren demasiado.

5.1.2. Rendimiento de los modelos de clasificaciéon para la

identificacién de EVFV (generalizado)

Al igual que para el modelo anterior, se presentan las métricas obtenidas:

En la Tabla 5.3, se puede observar una mayor exactitud en el conjunto de prueba
para los algoritmos SVM y NB, nuevamente, las caracteristicas que combinaban los
métodos tradicionales sumados a los vectores de palabra se desempenaron mejor dentro
de esos algoritmos.

En la Tabla 5.4, se encuentran las métricas obtenidas a partir del conjunto de
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Tabla 5.3: Valores de exactitud del modelo generalizado de identificacién de EVFV

Métodos de Algoritmos
extraccion NB SVM DT AB
CvV 65.69% | 66.34% | 63.49% | 62.31%
TF-IDF 65.69 % | 64.23% | 62.63% | 63.81%
CV+WV 65.73% | 66.13% | 56.22% | 62.38 %
TF-IDF+WV | 65.73% | 64.46% | 58.47% | 62.89 %
WV 54.91% | 56.5% | 53.1% | 54.51%

Tabla 5.4: Métricas para evaluar el rendimiento del modelo generalizado de identificacién

de EVFV. Basadas en méquinas de vectores de soporte (SVM)

Vectores de caracteristicas | Precisién | Recuperacion | F1 Score
CvV 64.83 % 55.91 % 60.04 %

TF-IDF 78.6 % 28.75 % 42.1%
CV+WV 64.18 % 56.83 % 60.28 %

TF-IDF + WV 74.16 % 32.89 % 45.57 %

\WVAY 76.22 % 5.58 % 10.39 %

prueba para el algoritmo SVM, los vectores de caracteristicas de conteo, y los mismos

combinados con vectores de palabras de 50 dimensiones se desempenaron mejor con

este algoritmo.

Tabla 5.5: Métricas para evaluar el rendimiento del modelo generalizado de identificacién

de EVFV. Basadas en el modelo de Bernoulli de Naive Bayes (NB)

Vectores de caracteristicas | Precisién | Recuperacion | F1 Score
CV 68.24 % 45.17% 54.36 %

TF-IDF 68.24 % 45.17% 54.36 %
CV+WV 68.06 % 45.68 % 54.67 %

TF-IDF + WV 68.06 % 45.68 % 54.67 %

WV 50.31 % 24.76 % 33.18%
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En la Tabla 5.5, se encuentran las métricas obtenidas a partir del conjunto de
prueba para el algoritmo NB, los vectores de caracteristicas no cambiaron tanto los

calculos de las métricas.

Tabla 5.6: Métricas para evaluar el rendimiento del modelo generalizado de identificacién

de EVFV. Basadas en un arbol de decisién binario (DT)

Vectores de caracteristicas | Precisién | Recuperacién | F1 Score
CV 69.49 % 33.55 % 45.26 %

TF-IDF 66.41 % 35.81% 46.53 %

CV + WV 52.93 % 49.41 % 51.11 %
TF-IDF + WV 48.95 % 48.95 % 48.95 %

WV 50.31 % 24.76 % 33.18%

En la Tabla 5.6, se encuentran las métricas obtenidas a partir del conjunto de
prueba para el algoritmo DT, este algoritmo arrojé resultados muy pobres considerando

que se calculé apenas un 51.11 % como méaximo porcentaje de f1 score.

Tabla 5.7: Métricas para evaluar el rendimiento del modelo generalizado de identificacién

de EVFV. Basadas en impulso adaptativo (AB) con drbol de decisién como estimador base

Vectores de caracteristicas | Precisién | Recuperacion | F1 Score
CvV 60.95 % 52.69 % 56.52 %

TF-IDF 64.77 % 45.88 % 53.71%

CV + WV 61.51 % 49.05 % 54.58 %
TF-IDF + WV 59.05 % 48.54 % 53.28 %

\WAY 48.38 % 42.1% 45.02 %

En la Tabla 5.7, se encuentran las métricas obtenidas a partir del conjunto
de prueba para el algoritmo AB, este algoritmo mejord el rendimiento del arbol de
decision, como se esperaba, y su mejor desempeno se registré con el uso de vector de

conteo.
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5.1.3. Rendimiento de los modelos de clasificacién para la

identificacién de EVFV (particularizado)

Para los modelos particulares, se presentan las mejores métricas obtenidas y la

configuracion 6ptima del modelo:

Tabla 5.8: Valores de exactitud del modelo particularizado de identificacién de EVFV

Expresion Mejores vectores Algoritmos
de caracteristicas NB SVM DT AB

parar bola CV + WV 59.07 % | 64.48 % | 65.25% | 62.93 %
meterse a CV + WV 69.66 % | 70.22% | 70.22% | 66.29 %
caer encima TF-IDF + WV | 60.95% | 58.1% | 57.14% | 60.0%
mentar la madre | TF-IDF + WV | 73.63% | 72.53% | 56.04 % | 58.24 %
estar hecho TF-IDF 64.29% | 58.33% | 64.29% | 55.95%
dar el golpe TF-IDF + WV | 76.06 % | 76.06 % | 80.28% | 63.38 %
sacar la piedra CV + WV 45.83% | 70.83% | 52.08% | 54.17%
estar limpio CV + WV 68.09% | 65.96% | 55.32% | 61.7%
dar la cola CV + WV 86.21 % | 89.66 % | 58.62% | 79.31%
poner la torta TF-IDF 85.71% | 85.71% | 85.71% | 80.95%
Promedios 68,95% | 71,19% | 64,5% | 64,29%

En la Tabla 5.8, se puede observar una mayor exactitud promedio en el conjunto
de prueba para los algoritmos SVM y NB. Los vectores de caracteristicas hibridos
predominan en la seleccion de métodos de extraccion, la mayor exactitud obtenida fue
de 89.66 % para el modelo de la expresién “dar la cola”, con el algoritmo SVM, mientras
que la minima obtenida fué de 45.83 % para el modelo de la expresion “sacar la piedra”,
con el algoritmo de Bayes. Esta ultima expresién, al igual que en la validacion cruzada,
registro los peores resultados.

En la Tabla 5.9, se encuentran las mejores métricas para cada modelo particular,
y la configuracién del modelo utilizada. El algoritmo DT, predominé entre los que
obtuvieron mejor rendimiento. Se observé un porcentaje de recuperacion promedio

bastante bajo en comparacion al encontrado en el modelo generalizado. Esto se debe a
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Tabla 5.9: Métricas para evaluar el rendimiento del modelo particularizado de identificacién

de EVFV

Expresion Configuracion del modelo | Precision | Recuperacion | F1 Score
parar bola DT CV4+WV 64.46 % 77.54 % 70.39 %
meterse a DT CV+WV 50.0 % 3.77% 7.02%
caer encima NB CV+WV 50.0 % 11.43 % 18.6 %
mentar la madre | NB TF-IDF+WV 100.0 % 2.86 % 5.56 %
estar hecho DT TF-IDF 71.43% 12.2% 20.83 %
dar el golpe DT TF-IDF + WV 100.0% 4.76 % 9.09 %
sacar la piedra | SVM CV+WV 100.0 % 8.7% 16.0 %
estar limpio AB TF-IDF 50.0 % 35.29 % 41.38%
dar la cola SVM CV + WV 82.14 % 95.83 % 88.46 %
poner la torta DT TF-IDF 94.74 % 100.0 % 97.3%
Promedios 76,28 % 35,24 % 37,46 %

el desbalance de los conjuntos de datos particulares.

5.1.4. Rendimiento de los modelos de clasificacién para la

identificacion de EVFV (particularizado, etiquetado

manualmente)

Para los modelos particulares, se presentan las mejores métricas obtenidas y la

configuracion 6ptima del modelo:

En la Tabla 5.10 se encuentran los valores de exactitud maximos encontrados

para cada algoritmo por expresion etiquetada manualmente.

En la Tabla 5.11, se encuentran las mejores métricas para cada modelo

particular, y la configuracién del modelo utilizada.
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Tabla 5.10: Valores de exactitud del modelo particularizado de identificacién de EVFV a

partir de un conjunto de datos etiquetado manualmente

Mejores vectores Algoritmos
Expresion
de caracteristicas NB SVM DT AB
caer encima | TF-IDF + WV | 72.45% | 73.21% | 74.34% | 60.0%
estar limpio WV 87.23% | 87.23% | 74.47% | 85.11%
dar la cola | TF-IDF + WV | 73.47% | 73.47% | 75.51% | 71.43%

Tabla 5.11: Métricas para evaluar el rendimiento del modelo particularizado de identificacién

de EVFV para el conjunto de datos etiquetado manualmente

Expresién | Configuracién del modelo | Precision | Recuperacion | F1 Score
caer encima | DT TF-IDF + WV 74.8% 97.94 % 84.82 %
estar limpio | AB WV 20.0 % 50.0 % 28.57 %

dar la cola | DT TF-IDF + WV 78.95% 83.33% 81.08 %

5.2. Resultados del calculo de métricas

Las pruebas basadas en calculo de métricas permitieron estimar el costo de los
falsos negativos y falsos positivos en la clasificacion de cada uno de los modelos. En

estas evaluaciones se consiguieron los siguientes resultados:

= En el modelo de caracterizacién de EVF, el algoritmo de maquinas de vectores
de soporte (SVM) registré el mejor rendimiento con un aumento de la exactitud
de més del 5% con respecto a los deméds algoritmos. Ademads, los vectores de
palabras fueron suficientes para obtener un resultado alto, aunque la métrica de

precision fue mayor cuando se utilizaba el vector de caracteristicas hibrido.

= En el modelo de identificacion de EVFEFV, el algoritmo de maquinas de vectores de
soporte (SVM) registré el mejor rendimiento de entre todos los algoritmos, como
se puede observar en la Tabla 5.12; el algoritmo AB mejord los resultados del
algoritmo DT, atin asi, la mejor opcién para modelo de clasificacion sigue siendo

SVM, utilizando vectores de caracteristicas hibridos.
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Tabla 5.12: Mejores resultados para el calculo de métricas del modelo generalizado

Algoritmo | Vector de Caracteristicas | Precisiéon | Recuperacién | F1 Score
NB TF-IDF + WV 68.06 % 45.68 % 54.67 %
SVM CV4+WV 64.18% 56.83 % 60.28 %
DT TF-IDF + WV 48.95 % 48.95 % 48.95 %
AB Ccv 60.95 % 52.69 % 56.52 %

s El modelo particularizado consiguié una mejor precision que el modelo
generalizado pero la recuperacion fue mucho mas baja, esto se debe a que se
requieren mucho mas datos para obtener buen resultado al dividir el problema

en pequenos modelos.

Tabla 5.13: Comparacién de las métricas de los modelos particulares para la misma

expresion.

Expresion True | False | Precisién | Recuperacion | F'1 Score

caer encima 38% | 62% | 50.0% 11.43% 18.6 %

caer encima (et. manual) | 74% | 26% | 74.8% 97.94% 84.82 %
estar limpio 32% | 68% | 50.0% 35.29 % 41.38%
estar limpio (et. manual) | 12% | 88% | 20.0% 50.0 % 28.57 %
dar la cola 83% | 17% | 82.14% 95.83 % 88.46 %
dar la cola (et. manual) | 78 % | 22% | 78.95% 83.33% 81.08 %

En la Tabla 5.13, se comparan los modelos para las expresiones etiquetadas

manualmente, se pueden observar tres escenarios:

e Para la expresién “caer encima’, cuyas etiquetas estan invertidas, se
encontré un aumento considerable de la métrica de recuperacién, esto se

debe a que el conjunto etiquetado manualmente posee mas observaciones.

e Para la expresion “estar limpio”, también hubo un aumento de la
recuperacion, aunque las observaciones fueron las mismas, pero las etiquetas

estan mas desbalanceadas en el etiquetado manual, lo que bajé la precision
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del modelo.

e Para la expresiéon “dar la cola”, la cual esta similarmente etiquetada para
los dos modelos, hubo una diferencia menor en el calculo de métricas con

respecto a las otras dos expresiones.

5.3. Simulacion de los modelos en un texto

informal.

Para probar los modelos finales se ha utilizado un texto venezolano rico en

expresiones verbales fijas. !

» Cargar modelos

Figura 5.1: Documento normalizado

'suponiamos muchos que serto algun dia se componia ser decir le empezari
amos a ver el quserc a la tostada solucionandose de wverdad los problemas
socioeconomicos del pueblo y de las comunidadser por fin se construiran w
iviendas trabajo digno sin tener que jalar bolas tener fe que la razon s
2r podercosa y con sera fe avanzar hasta el fin hacer la parte que nos toc
ar seguir siempre la verdad'

= Cargar texto, en la Figura 5.1 se puede observar el primer parrafo (documento)

del texto informal normalizado y con los verbos lematizados.

» Extraccion de candidatos y prediccién con el modelo de EVF. En la Figura 5.2, se
pueden observar dos expresiones de la base de conocimientos “Jalar bolas” y “Ver
el queso a la tostada”. El 1 en la columna prediccién indica que la expresién si
es una expresion verbal fija. Ya que existen expresiones verbales fijas se prosigue

al siguiente paso.

= Prediccion de EVFV: En la Figura 5.3 se pueden observar las predicciones para

los primeros tres docuementos del texto con el modelo de EVFV.

'Puede ser encontrado en http://www.opinionynoticias.com/opinionpolitica/5318-iesto-es-una-
revolucion
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Figura 5.2: Prediccion de EVF

pseudo_exp prediccion

0 construiran viviendas 0
1 jalar bolas 1
2 tener fe 0
] ver el gusero 1
4 hacer la parte 1
5 wer el gusero a la tostada 1
& avanzar hasta el fin 1
7 seguir siempre 0
8 suponiamos muchos 0
9 decir le 0
10 ser poderosa 0
1 ser decir 0
12 focar seguir 0

Figura 5.3: Prediccion de EVF

documento prediccion

0 suponiamos muchos gue serto algun dia se compo... 1

1
2

abraham lincoln... me disculpar ciertos camarad. .. 1

dar mucho dolor ver como se mofar en la cara d.._. 0



Capitulo 6
Conclusiones

En este trabajo de investigacién se tocaron tres areas relacionadas: la mineria
de textos en documentos y en redes sociales, el procesamiento del lenguaje natural y
la clasificacion de textos utilizando aprendizaje supervisado, siendo este ultimo parte
del objetivo general. Con el fin de obtener una base de conocimientos de expresiones
verbales fijas con la cual empezar, se utilizé como recurso lingiiistico, el Diccionario de
Venezolanismos, un documento de 1994 que posee las diferentes expresiones y modismos
utilizadas en la historia de Venezuela, con toda su documentacién y ejemplos, este
diccionario, a pesar de su antigiiedad, tuvo lugar en la obtencion de datos recientes,
puesto a que fue posible hacer uso de la informacién extraida para realizar mineria de
texto a través de busquedas. Twitter fué la red social utilizada para la mineria de texto,
debido a su naturaleza personal, ya que las expresiones verbales fijas son utilizadas en
entornos coloquiales y Twitter ofrece ese ambiente informal. Ademas, es una de las
redes sociales que ofrece més datos a través de texto ya que su premisa es la de escribir
una idea en menos de 280 caracteres.

Las expresiones verbales fijas se caracterizan por su naturaleza regional, y es
por esto que este trabajo se centra en las expresiones originales de Venezuela, por lo
que la geolocalizacion constituyd un punto importante al momento de escoger Twitter
como la fuente de datos principal. Esto genero ciertos problemas al decidir a que regién
pertenece la data, puesto que apenas el 2% de la informacién de Twitter se encuentra

precisamente localizada, por ello se utilizaron otras técnicas de localizaciéon como la
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informacion que el usuario ofrecia o las palabras claves que indicaban la procedencia
de la informacion. De hecho, a pesar de que se obtuvieron mas de 30000 Tweets durante
la extraccion de los datos, solo la mitad fue relevante para la investigacion.

Fue necesario procesar los datos en crudo, esto implicé la eliminacion de
elementos propios de Twitter que no se necesitaban durante el desarrollo, como los
hashtags o las menciones, asi como también la limpieza de cada texto de emojis, signos
de puntuacion o caracteres unicode; y la utilizacién de técnicas de procesamiento como
la lematizacion. Para hacer uso del corpus textual se propuso dividir el problema en
dos partes: la caracterizacién de una expresion verbal fija, y la clasificacién de la misma
como expresién venezolana. Por ello fue necesario también dividir el conjunto de datos
en dos conjuntos para distintos usos. Un cuerpo de textos constituidos por patrones de
expresiones verbales que servirian para diferenciar si clasifican como expresion verbal
fija 0 no, creado a partir de la informacién obtenida en Twitter y otro conjunto de
datos constituido por textos que incluian las expresiones de la base de conocimiento
dentro de un contexto.

El etiquetado de los corpus textuales sigui6 metodologias distintas. Para el
corpus de expresiones verbales fijas se utiliz6 una combinacion de similitud entre
vectores de palabras y similitudes de cadena con respecto a cada expresién con el
fin de encontrar similitudes semanticos y sintacticos. Estos que poseian un promedio
de similitud mayor al 90 % calificarian como expresién verbal fija. Para el corpus de
expresiones verbales fijas dentro de un contexto, o sea, el corpus de Tweets, se utiliz6 la
geolocalizacion como se mencioné primero. Estos dos corpus etiquetados constituirian
el paso inicial para la clasificacion de textos utilizando aprendizaje supervisado.

Los algoritmos utilizados para la clasificacién de textos fueron escogidos
basandose en su frecuente utilizaciéon en problemas relacionados como la deteccién
de expresiones multipalabra, analisis semantico de documentos e identificacién de
secuencias verbales en otros idiomas en otras investigaciones, estos fueron los algoritmos
de Naive Bayes, las maquinas de vectores de soporte, los arboles de decisiéon binarios y
el aprendizaje combinado del impulso adaptativo. Para cada algoritmo se propusieron
2 modelos: el de caracterizacion de expresiones verbales fijas y el identificacion de

expresiones verbales fijas venezolanas, este tltimo se estudié mas a fondo probando que
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la separacion del modelo general que incluye todas las expresiones en pequenos modelos
individuales por expresion podria mejorar el rendimiento de la clasificacion si se tienen
suficientes datos, aunque empeorarlo si las etiquetas estan muy desbalanceadas.

Otro enfoque de esta investigacion fue la combinacién de la sintaxis y la
semantica al momento de extraer las caracteristicas de los textos. Se probd que un
modelo entrenado utilizando las cualidades combinadas de las técnicas de conteo y
frecuencia junto a la de vectores de palabras de 50 dimensiones pueden lograr hasta un
aumento del 4% en la exactitud de la clasificacién. Para el modelo final los resultados
muestran que el algoritmo indicado para el problema de identificacién de expresiones
verbales fijas venezolanas y la caracterizacion de expresiones fueron las maquinas de
vectores de soporte. A pesar de haber utilizado el impulso adaptativo para mejorar
el desempeno de los drboles de decision, las SVM se mantuvieron arriba en el calculo
de métricas durante las evaluaciones de rendimiento. Por otra parte, para los modelos
para cada expresion el algoritmo DT consiguié mejores resultados, sin la ayuda de el
AB ya que este se sobreajustaba.

Al obtener los modelos finales se realizé una simulacion probando el modelo
con un texto informal extraido de una pagina venezolana, rico en expresiones. Se
observé que los modelos lograron, con una exactitud del 75.87 %, caracterizar las
EVF encontradas; y con una exactitud del 66.34 %, identificar dichas expresiones
como expresiones verbales venezolanas. Para la identificacion de EVFV los modelos
particulares obtuvieron un maximo de exactitud de 89.66 % para la expresién “dar la
cola” y una exactitud promedio de 71.19 % para las 10 expresiones frecuentes utilizando
maquinas de vectores de soporte y vectores de caracteristicas hibridos. Debido a la
escasez de datos para los modelos particulares solo se obtuvo un promedio de 35.24 %
de recuperacién versus 56.83 % de recuperacion del modelo general. Se ha concluido
que es posible conseguir mejores resultados para la identificacién individual de las
expresiones, siempre y cuando existan suficientes datos, de lo contrario, el modelo
general es mejor.

Las expresiones son un instrumento utilizado en el aprendizaje de estudiantes
de idiomas de una lengua extranjera, y su traduccion es uno de los desafios mas

grandes dentro de la traduccién automatica pues su cualidad semantica resulta dificil
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de tratar para una inteligencia artificial. Esta investigacion propuso una metodologia

para identificar solo una parte de estas expresiones, aquellas cuyo ntcleo es el verbo.

6.1.

6.2.

Aportes
Las principales contribuciones de esta investigacion son las siguientes:

Se utilizaron de técnicas de mineria de texto en redes sociales para la recopilacion
de ejemplares de expresiones verbales fijas regionales dentro de un contexto para

su uso en el procesamiento del lenguaje natural.

Se construyé un corpus de textos en espanol etiquetado con el uso de palabras

claves y geolocalizacion con informacién extraida de Twitter.

Se estudiaron de técnicas de extraccion de caracteristicas combinadas para
mejorar el rendimiento de un modelo supervisado en la identificacién de

expresiones verbales fijas regionales (venezolanas) dentro de un contexto.

Se propuso una metodologia para la identificacién de expresiones verbales
fijas venezolanas, esto permitird resolver problemas aplicados a la ensenanza
del espanol como lengua extranjera mediante inteligencia artificial, ya que las

expresiones verbales fijas constituyen un reto al momento de ser traducidas.

Recomendaciones

A continuacion se presentan algunas recomendaciones en la identificacion de

expresiones verbales fijas venezolanas utilizando aprendizaje automaético.

El Diccionario de Venezolanismos, a pesar de poseer expresiones que son
utilizadas hoy dia, sigue siendo un documento bastante desactualizado, por lo
tanto, existen muchas expresiones verbales fijas que se usan en la actualidad que
no se encuentran en la base de conocimientos. Una fuente de informacién mas

actualizada permitiria expandir la base de conocimientos de EVF.
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» Cuando se extrae informacion de Twitter por medio de buisquedas, las consultas
no siempre arrojan los resultados deseados, por ende, una fuente alterna de
informacion resolveria ese problema. Ya que debido a esto no todas las expresiones
de la base de conocimiento fueron encontradas en Twitter y algunas arrojaron

muy pocos resultados.

= Existen otros algoritmos de aprendizaje supervisado utilizados en la clasificacién
de textos como la regresion logistica y las redes neuronales. Esta investigacion
solo se centro en tres algoritmos, pero se debe ahondar en el uso de otras técnicas

para verificar si su rendimiento es mayor.

= Los vectores de palabras utilizados correspondientes al modelo en espanol de
SpaCy solo tienen 50 dimensiones. Existen modelos con mas dimensiones, y estos

podrian aumentar el rendimiento de los clasificadores considerablemente.

= Algunos modelos particularizados demostraron un mayor indice de exactitud con
respecto al modelo generalizado. Con la informacién suficiente un modelo por
expresion podria superar a un modelo generalizado ya que las expresiones son

naturalmente diferentes entre si y se encuentran en distintos marcos.

6.3. Trabajos Futuros

A continuacién se presentan los trabajos futuros que surgieron a raiz de esta

investigacion.

= Crear un diccionario bilingiie para las expresiones verbales fijas para los dos
casos: cuando es una expresion literal o el significado es distinto al de Venezuela

y cuando el significado es el que tiene en la region.

= Expandir el conjunto de datos con el uso de recursos lingiiisticos alternativos y

balancear las etiquetas.

= Usar la metodologia propuesta para identificar expresiones verbales de una regién

diferente.
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= Identificar las expresiones fijas con distinto nucleo: adjetivos, adverbios,

sustantivos.
= Aplicar la identificacién de expresiones dentro de un traductor real.

» Evaluar modelos entrenados con distintos algoritmos de clasificacién.



Apéndice A

A.1. Acrdénimos y abreviaciones

= NB: Naive Bayes

= SVM: Maquinas de vectores de soporte

= DT: Arbol de decisién binario

= AB: Impulso adaptativo

= CV: CountVectorizer o Vector de conteo

= TF-IDF: Frecuencia de términos x Frecuencia inversa de documento
= WV: Vector de palabras

» EVF: Expresion(es) Verbal(es) Fija(s)

= EVFV: EVF venezolanas

= DOC: Documento

= NLP: Procesamiento del Lenguaje Natural

A.1.1. Categorias gramaticales o tipo de palabra

= NOUN: Sustantivo. Fj. perro, casa, persona

» VERB: Verbo (Ej. dar, tomar, abrir)
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» ADP: Adposicién (preposicion, postposicion). (Ej. desde, hacia, de)

» DET: Articulo. (Ej. el, los, un, unos)

» ADJ: Adjetivo. (Ej. rojo, lento, grande)

» PROPN: Nombre propio (Ej. David, Mérida)

» ADV: Adverbio (Ej: bien, bastante)

» AUX: Verbo auxiliar (ser, estar, haber, ir)

» SCONJ: Conjuncién subordinante (Ej: que, cuantos)
» PRON: Pronombre (Ej: yo, tu, vos)

» CONJ: Conjuncién (Ej: y, o, de)

A.2. Algoritmos mas importantes

A.2.1. Geolocalizacion de un Tweet

def get_location (tweet):
try:
if tweet.coordinates:

tweet.coordinates[’coordinates’] [0]

lon
lat = tweet.coordinates[’coordinates’] [1]
location = str(lat) + ’,’ + str(lon)
else:
if tweet.place:
location = tweet.place.country
else:
location = tweet.user.location
except:
if tweet.place:

location = tweet.place.country
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else:
location = tweet.user.location

return location

A.2.2. Similitud Spacy

def max_similitud (pseudo_exp, lista_exp):
if pseudo_exp in lista_exp:
return [pseudo_exp, 1]
doc = nlp(pseudo_exp)
similitudes = [[expresion, doc.similarity(nlp(expresion))] for expresion
in lista_exp]
return sorted(similitudes, key=lambda sublist: sublist[1],

reverse=True) [0]

#Candidato a expresion, lista de expresiones
def similitud_spacy(pseudo_exp, lista_exp):
max_sim = max_similitud(pseudo_exp,lista_exp)
similitud = max_sim[1]
if max_sim[1]==1:

return similitud, -1

docl = nlp(pseudo_exp)

doc2 = nlp(max_sim[0])

#Blisqueda del méas similar

if abs(len(docl)-len(doc2)) == 1:
similitud-= similitud*0.05

if abs(len(docl)-len(doc2)) > 1:
similitud-= similitud*0.1

#Premio por tamafio igual

if len(docl)==len(doc2):

similitud+= similitudx*0.01




A.2 ALGORITMOS MAS IMPORTANTES 93

similar_kernel = doc1[0].similarity(doc2[0])
if (similar_kernel>0.95):
similitud+= similitud*0.1

return similitud, doc2.text

A.2.3. Extraccion de candidatos a EVF de un documento

def remove_signos(cadena):
import re
import string
signos= "\";\""
for s in signos:
cadena = cadena.replace(s,"")
cadena = cadena.replace("&lt","").replace("&gt","")

return re.sub(’ [’+string.punctuation+’]’, ’’, cadena)

#Convierte la cadena entera en dupla de categoria gramtical,palabra
def dupla_list (sentence):

tokesen = nlp(sentence)

sentencex = [[token.pos_,token.text] for token in tokesen]

return sentencex

#Extrae las sublistas, de acuerdo a subpatrones de la lista de duplas
def extract_sublist (candidato, etiquetas):
resultado = []
main_result = []
#Para cada patron..
for pattern in etiquetas:
for i in range(len(candidato)):
#Conseguir dupla de patron
patron_i = candidato[i:i+len(pattern)]

#Patron en forma de categorias gramaticales
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patron_f = [item[0] for item in patron_i]

#Si la primera palabra del candidato es la misma que la primera del patron
# Y el patron en forma de categorias es igual al patron

if candidato[i] [0] == pattern[0] and patron_f == pattern:
#La expresion sera la dupla
expresion = candidato[i:i+len(pattern)]

#La expresion final contiene solo las palabras
expresionf = [item[1] for item in expresion]
resultado.append (expresionf)

if resultado != []:
main_result+=resultado

resultado = []

return main_result

#La cadena deja de ser dupla y se obtienen las expresiones en patrones
def lista_cadena(lista_lista):
lista_cadenas = []
for lista in lista_lista:
lista_cadenas.append(" ".join(lista))

return lista_cadenas

def lemmatizar(cadena):
doc = nlp(cadena)
for token in doc:
if token.pos_ == ’VERB’ or token.pos_ == ’AUX’:
cadena = cadena.replace(token.text, token.lemma_)

return cadena

def preparar_cadena(cadena, patrones):
#cadena = lemmatizar (remove_signos(cadena))

return lista_cadena(extract_sublist(dupla_list(cadena), patrones))
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A.3. Especificaciones de Hardware

Procesador: Intel(R) Core(TM) i3-3120M CPU @ 2.50GHz 4 cores

Tarjeta de Video: Intel(R) HD Graphics 4000

RAM: 4.0 GB

Sistema Operativo: Windows 10

A.4. Referencias

» Jupyter Notebook [71]

» Scikit-Learn [64]

» Spacy [72]

» Pattern [73]

» Tweepy [74]

» OpenCage Geocoder [75]
« Fuzzy Wuzzy [76]

= UMLet [77]
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A.5.

Diagramas de flujo

En esta seccién se presenta el contenido adicional del proyecto que pudiese

aclarar alguna duda, mejorar la perspectiva de los procesos o simplemente demostrar

conceptos con muchisimo detalle.

Creacion de la Base de Conocimientos

PyPDF2

traer

Base de Conocimientos

Encuesta
de vigencia

split() .

Mormalizacion

Buscar candidatos
a Expresion

AN AN AN

Figura A.1: Diagrama de flujo para la creacién de la base de conocimientos de Expresiones

Verbales Fijas
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Conjugacion

Expresion

verbal fija

Verbo

“erbo
reflexiva

[ Componente indirecto

Eliminar Reflexivo Tiempo
sufijo ==True

Yerbo no
reflexiva

appand()

w; + 1 [ Persona ]
no reflexivo o 2
"
append)) [ Mumera ]
96

Componente
indirecto reflexivo

ppand(]

Lista de

+

Asp ==Continuo
Reflexivo==Tmue

conjugaciones <

appand()

[Remﬂver tildes H{ Eliminar repetidos ]%- Lista de expresiones

conjugadas

Figura A.2: Diagrama de flujo para la conjugacién del verbo de las expresiones para la

consulta
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Consulta a Twitter

Consulta o
> s >l
I
r————- |
I 1
Tweepy Credenciales

[tl.-.reetmnrdinate? }{

False

True
D Tweet
tweetcoordinates.coordinates {IBRID]
_ - Enviar
tweet user location Localizacion Respuesta
A A
tweet place.country Idioma

Figura A.3: Diagrama de flujo para la extraccién de los datos de twitter utilizando Tweepy
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Creacion del corpus sin etiquetar

Expresion

Base
de Conocimientos
i
I
Lista de EVF |« — — — -
Siguiente Exp,Conj) Conjugacion
Expresion Conit 1
[Exp+1] Expresion {[ i+ 1) |
Lista de
Expresiones
Conjugadas
JConj
for xp. Conj) for /I\
Ennsultarﬁ ] Llamada Respuesta
J ] Twitter API Twitter AP
Consulta Twitter
Tweepy ____iT" appand(]

Tweet Localizacion Idioma

(texto)

@_ Corpus sin etiquetar <

Etiqueta:

False

Figura A.4: Diagrama de flujo para la creacién del corpus inicial
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Etiguetado del Corpus

@ Corpus sin etiquetar

/’—M

Expresion

Tweet (texto)

Idioma

Localizacion

Etigueta

Remover Emojis ]

[
[ Remover 5]

Menciones/Hashtag

Remover
Signos de puntuacion

Mormalizacion del tweet

OpenCage | Resolver
Geocoder Coordenadas
Se encuentra
alguna keyword? <
Venezuela | —
keywords

Texto

Paises
keywords

-

True

WV

e ) [ Fae |

Corpus Etiquetado

Fals \l/ \l/

Etiqueta

\_@ |

Figura A.5: Diagrama de flujo para el etiquetado del corpus
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