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Capitulo 1
Introduccion

Los granos del café son uno de los principales productos de origen agricola que
se comercializan en los mercados internacionales siendo el segundo producto mas
comercializado después del petrdleo en el mundo, originando a menudo una gran
contribuciéon a los rubros de exportacién en las regiones productoras. El cultivo
del café estda culturalmente ligado a la historia y al progreso de muchos paises en
donde se ha producido por méas de un siglo. La estadistica del café estima que
125 millones de personas que viven del cultivo del café, incluyendo 25 millones de
pequenos productores. Cada ano se beben alrededor 400 000 millones de tazas de
café en el mundo. Por lo tanto, en juego hay muchos intereses econémicos y sociales

extremadamente importantes.

Los mayores exportadores del café son los sudamericanos. Colombia, Brasil y Hon-
duras han exportado, desde hace décadas, millones de toneladas de este producto a
todo el mundo. A inicios del siglo XXI los precios del café subieron (en promedios
mensuales segun el indice OIC entre 78 a 101,44 céntimos de ddlar estadounidense por
libra). Esta subida fue causada por un aumento del consumo en Rusia y China, asi
como una cosecha entre un 10 % y un 20 % inferior a la registrada en los anos ante-
riores. Actualmente muchos agricultores de café pueden vivir de sus productos, pero
no en todas las etapas, pues el aumento del precio del petrdleo encarece los costes de

transporte, la torrefaccién y el empaquetado de los granos de café, produciendo una
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variacién en los precios finales.

1.1 Antecedentes

(Figueroa et al. 2019), elaboraron dos modelos que fueron estimados mediante re-
gresion de componentes principales. Tomando como como variables explicativas la
exportacién y los distintos precios del café. Con el fin de analizar el efecto de los
precios de los grupos de café clasificados por la Organizacién Internacional del Café
(OIC), asi como los precios de la bolsa de valores de Nueva York y de Londres, en la
produccién y las exportaciones del aromatico. Concluyendo que los precios interna-
cionales fueron los que influyeron en mayor medida en la variabilidad de la produccién
mundial y las exportaciones de café.

(Hernandez 2019), modelé la senal del precio del café colombiano por medio de dos
sistemas dinamicos no lineales ajustando sus parametros con un algoritmo de colonia
artificial de abejas (ABC). Los resultados obtenidos permitieron reconstruir el pasado,
capturar los atributos de la senal original y hacer una prediccién en términos de un
ensamble de modelos.

(Moreno 2018), planteé un modelo basado en autématas celulares para la identifi-
cacion del precio interno diario del café colombiano. Los pardmetros del modelo fueron
ajustados con la ayuda de un algoritmo genético y una funcién objetivo que captaba
algunas caracteristicas como tendencias, cambios de direccion y valores pico de la senal
original. Concluyendo que la dindmica del precio del café era determinada por mas de
un elemento con comportamiento cadtico, ya que eran necesarios diez automatas para
generar una predicion fiable

(Nieto & Veldsquez 2018), midieron el impacto del precio del café sobre la pro-
duccién de este, durante el periodo 2002 a 2017. A través de un modelo multivariado,
obteniendo como resultado del modelo, que el precio internacional generé un impacto
negativo sobre la produccién.

Durante los 1ltimos anos el crecimiento en el consumo de café ha traido consigo un
aumento en la produccion de café, ocasionando que el precio de las diferentes cepas

vaya variando mensualmente, observado que el café es el segundo producto con mayor
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exportacién en el mercado internacional solo por detras del petréleo, y conociendo
que los datos histéricos representan una informacién util para creacién de modelos
temporales, es de interés investigar como puede variar el precio de cada café a través
del tiempo, con el fin de poder analizar la dinamica del precio en este rubro con el

pasar de los anos.

1.2 Planteamiento del Problema

La Organizacién Internacional del Café (OIC) es una organizacién interguber-
namental que se ocupa de asuntos cafeteros. La OIC reine a gobiernos de paises
exportadores e importadores para abordar, mediante la cooperacion internacional, los
desafios con que ha de enfrentarse el sector cafetero mundial. Con el fin de fortalecer el
sector cafetero mundial y promover su expansion en un entorno basado en el mercado

para beneficio de todos los participantes en el sector.

Al ser el café un producto de alto impacto en el sector econémico en los ultimos 200
anos, y a que muchos paises se benefician econémicamente de su produccién, debido
a su alto consumo a nivel mundial; Conociendo el precio del café desde 1990 hasta
la actualidad gracias a los datos recogidos por el OIC, es de sumo interés realizar
un estudio de mineria de datos y series temporales, con el cual poder realizar una

prediccién del precio del café segin su tipo.

1.3 Objetivos

1.3.1 Objetivo General

Pronosticar mediante el uso de mineria de datos y series temporales el precio del

café segtn su tipo.

1.3.2 Objetivos Especificos

e Indagar sobre los paises mas productores y mas comercializadores de café.
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Estudiar la base de datos y sus variables.

e Limpiar y validar los datos.

e Indicar que variables o factores econémicos inciden en los precios del café.
e Obtener varios modelos de pronéstico de precios del café.

e Seleccionar el mejor modelo

e Predecir los precios del café por tipos usando el modelo seleccionado.

e Determinar cuales son los tipos de café mas comercializados y que mantienen

mejores indices de precios a través del tiempo.

1.4 Metodologia

Comprensign y Comprensidn Preparadidn
analiss del problema de los datos de los datos

Despheque de ¢ E‘_ Modelaciin
resulades

Figura 1.1: Visién general CRISP-DM

Para este trabajo se utilizara la metodologia CRISP-DM (Cross-Industry Standard
Process for Data Mining), la cual es una de las metodologias més usadas en mineria

datos. En la figura 1.1 se muestra una visién general de las fases.
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CRISP-DM, fue creada por el grupo de empresas SPSS, NCR y Daimer Chrysler
en el ano 2000, es actualmente la guia de referencia més utilizada en el desarrollo
de proyectos de mineria de datos. Estructura el proceso en seis fases. La sucesién
de fases, no es necesariamente rigida. Cada fase es descompuesta en varias tareas
generales de segundo nivel. Las tareas generales se proyectan a tareas especificas,
pero en ningin momento se propone como realizarlas, es decir, CRISP-DM establece
un conjunto de tareas y actividades para cada fase del proyecto pero no especifica

cémo llevarlas a cabo. Estas actividades dependeran del propdsito del proyecto que se
desarrolle.(Moine et al. 2010)

Comprensidn y

anaksis del preblema =3 Delerminaddn de los objetivos. Calificaciin de la stuacidn,

Comprensidn Descripcidn de los datos. Exploracion de los dates. Varificadon de
de los datos la calidad de los datos

Femradin  ——»  Selecidn de datos. Limpiaza de los datos. Construccidn de nueves datos
de los datos Formaten de los datos.

5 Selecrion de la técna de modelacdn. Generatdn de pruebas para el modao.
Moddadén Construccion del modelo. Calfimodn del modelo.

Fuliaedn ——3  Evauadin del modelo con respecto 2 los objatives del proyedto.
Evaluar su aplicacon en la realidad.

Desplieque d@  ——>  Aplicacién del modslo a la nutina diaria. Monitoreo y mentenimiento.
resultados Reparte final.

Figura 1.2: Fases de la Metodologia CRISP-DM

CRISP-DM, es el método que se adapta mejor para el desarrollo de este proyecto,
y por ende, se tomard como referencia en este proyecto. En la figura 1.2 se detallan

las fases que comprenden dicha metodologia

Segun (Chapman & Clinton 2000) las fases de la metodologia CRISPDM se explican

a continuacion:
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1. Analisis del problema: Incluye la comprensién de los objetivos y requerim-
ientos del proyecto, con el fin de convertirlos en objetivos técnicos y en una
planificacién, pesando en el como abordar el problema y las diferentes opciones

con las que se podrian trabajar.

2. Comprension de datos: Comprende la recoleccién inicial de datos, de modo
que sea posible establecer un primer contacto con el problema, identificando la
calidad de los datos y estableciendo las relaciones mas evidentes que permitan
establecer las primeras hipotesis. En esta fase se debe analizar y predefinir la
manera en se abordara el problema en materia de software e incluso técnicas, ya

que la siguiente fases dependera de estas decisiones.

3. Preparacion de datos: Incluye las tareas generales de seleccién de datos a los
que se va a aplicar la técnica de modelado (variables y muestras), limpieza de
los datos, generacién de variables adicionales, integracion de diferentes origenes
de datos y cambios de formato. Esta fase se encuentra relacionada con la fase
de modelado, puesto que en funcién de la técnica de modelado que vaya a ser
utilizada, los datos necesitan ser procesados para que puedan ser aplicados a
ese software y técnicas en particular. Por lo tanto, las fases de preparacion y

modelado interactiian de forma sistematica.

4. Modelado: Se seleccionan de manera definitiva las técnicas de modelado mas
apropiadas para el proyecto en funcion de los siguientes criterios: ser apropiada
al problema, disponer de datos adecuados y conocimiento de la técnica. Los
parametros utilizados en la generacién del modelo dependen de las caracteristicas

de los datos.

5. Evaluacidén: se evalia el modelo, no desde el punto de vista de los datos, sino
desde el cumplimiento de los criterios de éxito del problema. Se debe revisar el
proceso seguido, teniendo en cuenta los resultados obtenidos para poder repetir
algin paso en el que, a la vista del desarrollo posterior del proceso, se hayan
podido cometer errores. Si el modelo generado es valido en funcién de los criterios

de éxito establecidos en la primera fase, se procede a la aplicacion del modelo.
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1.5 Alcances

En esta tesis se cumplen importantes metas como lo es obtener modelos de
pronésticos de precios del café internacional, de esta forma se puede saber cual es el
tipo de café mas comercializado a nivel mundial y cual mantiene un mejor precio a

través del tiempo.

Otro importante alcance es la determinacién de las variables o factores econémicos

que tienen una mayor incidencia en los precios del café.



Capitulo 2

Marco teorico

2.1 Organizacion

Segin Koontz & Weihrich (1999), la organizacién se define como la identificacion,
clasificacion de actividades requeridas, conjunto de actividades necesarias para alcanzar
objetivos, asignacién de un grupo de actividades a un administrador con poder de

autoridad, delegacion, coordinacion y estructura organizacional.

2.1.1 International Coffee Organization
Resena histérica

La Organizacién Internacional del Café fue establecida en 1963, a raiz de la entrada
en vigor en 1962, del primer Convenio Internacional del Café por un periodo de cinco

anos, y viene funcionando desde entonces al amparo de sucesivos Convenios.ICO (2013)

Tras una serie de convenios a corto plazo entre paises productores, se cred un
Grupo de Estudio del Café, encargado de considerar la negociacién de un Convenio en
el que participasen tanto los paises exportadores como los importadores. Las tareas
del Grupo de Estudio tuvieron por feliz conclusién la negociacién, en la sede de las
Naciones Unidas en Nueva York, del Convenio Internacional del Café de 1962. Un
segundo Convenio, de cinco anos de vigencia, fue negociado en 1968. En uno y otro

de los citados Convenios figuraban estipulaciones en las que se establecia un sistema
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de cuotas en virtud del cual se retiraban del mercado las cantidades de café que
representaban un exceso de la oferta con respecto a la demanda de los consumidores.
Otras disposiciones sirvieron para iniciar politicas de produccion y diversificacién para
limitar la oferta de café, emprendiéndose asimismo actividades de promocién para

aumentar el consumo.ICO (2013)

El Convenio Internacional del Café de 1976 fue negociado en 1975, contra el telén
de fondo de una situacion radicalmente diferente de la que reinaba en el mercado
durante las negociaciones de los Convenios de 1962 y 1968, fechas en las que el exceso
de la oferta con respecto a la demanda de los consumidores ejercia presién en sentido
descendente sobre los precios. En 1975, y debido primordialmente a las graves heladas
que aquejaron al Brasil, principal pais productor, se plantearon dudas en cuanto a
la capacidad de la oferta para satisfacer la demanda en el futuro inmediato, con el
consiguiente y acusado aumento de los precios. Consideraciones de ese orden hicieron
que los Miembros, al negociar el Convenio de 1976 no se limitaran a conservar muchas
de las estipulaciones cuya eficacia habia quedado demostrada durante la vigencia de
los anteriores sino que concertasen ademds otras, encaminadas a fortalecer y mejorar

el funcionamiento de la Organizacién. ICO (2013)

Una de las principales novedades del Convenio de 1976 consistié en estipular la
suspensién de cuotas en caso de alza excesiva de los precios y su restablecimiento en

caso de baja excesiva. En virtud de ese sistema se implanté el régimen de cuotas en
1980. ICO (2013)

Las principales caracteristica del Convenio de 1983, Al igual que en todos los
anteriores Convenios, la Organizacién recopilaba y difundia datos acerca de todas
las cuestiones relativas al café, con miras a facilitar la rdpida puesta en practica de
los articulos de caracter econémico del Convenio y la correccién de los desequilibrios
que pudieran presentarse. Actuaba también la Organizacién como centro de estudios
e investigaciones econémicas de la produccién, distribucién y consumo del café. La

informacion estadistica obtenida de los Miembros y la resultante del funcionamiento
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del sistema de control fue informatizada, con miras a lograr la mayor rapidez de acceso
y andlisis. Se cred una base de datos, llamada COFFEELINE, que facilita al publico

un servicio de informacién sobre muy variados aspectos del café. ICO (2013)

El proceso de negociacién de un nuevo Convenio gané renovado impetu con el
descenso de los precios hasta niveles sin precedentes que caracterizo a los anos cafeteros
de 1990/91 y 1991/92, y el Consejo acord$ prorrogar una vez mas el Convenio hasta
el 30 de septiembre de 1993. Decidié al mismo tiempo el Consejo crear un Grupo de
Trabajo, al que encargd que llevase a cabo un amplio examen de todas las propuestas

e ideas que se formulasen por lo que se refiere a una futura cooperaciéon en cuestiones
cafeteras. ICO (2013)

Durante el Convenio de 2001 la OIC obtuvo US 45,2 millones en financiacion para
20 proyectos y puso en practica un Programa de Mejora de la Calidad del Café para
mejorar la calidad de la oferta del café mundial. El Director Ejecutivo introdujo un
informe mensual sobre el mercado de café para aumentar la transparencia del mercado
y se publicé una Guia para promover el consumo de café que formo parte de un plan

de accién para promover el consumo.ICO (2013)

Los 77 paises Miembros del Consejo Internacional del Café, reunidos en Lon-
dres, aprobaron el 28 de septiembre de 2007, el texto del Acuerdo Internacional
del Café de 2007, que es el séptimo de los convenios cafeteros. El Acuerdo fue
oficialmente adoptado por el Consejo en virtud de la Resolucién Numero 431 y
entré en vigor el 2 de febrero 2011. El Acuerdo fortalecera las funciones de la OIC
como foro para consultas intergubernamentales, facilitard el comercio internacional
mediante al aumento de la transparencia y del acceso a la pertinente informacion,
y fomentard una economia cafetera sostenible en beneficio de todos los interesados

y, en especial, de los pequenios caficultores en los paises productores de café. ICO (2013)
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Mision
La mision de la OIC es fortalecer el sector cafetero mundial y promover su expansion
sostenible en un entorno basado en el mercado para beneficio de todos los participantes

en el sector. La OIC contribuye de una manera practica al desarrollo de un sector

cafetero mundial sostenible y a reducir la pobreza en los paises en desarrollo.

2.2 Tipos de café

2.2.1 café arabica

La especie mas conocida y valorada en el mundo es el café arabica, se cultiva desde
hace mas de 1000 anos, presenta un aroma muy perfumado, dulce y con un toque
ligeramente acido, en el café arabica distinguimos ademas una crema color avellana
claro que tiende al rojizo, de gran persistencia gracias a los aceites que caracterizan
esta variedad.

La variedad ardbica es originaria de Etiopia, pero su expansion ha dado lugar a
diferentes regiones productoras y multitud de matices organolépticos, en cafés Candelas
queremos contarte como es el proceso de extraccion de este tipo de café en dos de los

principales paises exportadores: Brasil y Colombia.

Aréabico brasileno

El café arabica cultivado en Brasil se caracteriza por ser un café de cuerpo medio, sabor
equilibrado y ligeramente dulzéon, ademas presenta notas de frutos secos y cacahuetes
con cierto tono achocolatado. Es un producto con gran capacidad de maridad a la

perfeccion el sabor suave y el dulce, siendo asi ideal para el disfrute del paladar.

Arabico colombiano

En general el café colombiano se considera un café suave, de aroma delicado y gusto
afrutado convirtiéndose en una opcion ideal para quienes prefieren un café suave y

gustoso.
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2.2.2 Café robusta

es una especie de café (género Coffea) originaria del Africa occidental. Crece sobre
todo en Africa y en Brasil, donde se conoce con el nombre de Conillon. También se
halla en el sureste asiatico, donde los colonialistas franceses introdujeron el cultivo en
Vietnam a fines del s. XIX, y de alli pasé a Brasil. Es méas facil de cuidar que el café
arabica y mas barato de producir teniendo un precio de mercado internacional por
debajo del valor del délar. La especie robusta tiene entre el doble y el triple de cafeina

que el cafe arabica asi como un elevado porcentaje de materiales pesados.

2.3 Mineria de datos

2.3.1 Definicion

Es el proceso de descubrir conocimiento interesante de grandes cantidades de datos

almacenadas en bases de datos, data warehouses u otro repositorio de informaciéon.Ham

& Kamber (2001)

2.3.2 Area de aplicacién

e Medicina: biomedicina, efectos colaterales de medicamentos, analisis de secuen-

cias genéticas y prediccién

e Finanzas: aprobacion de créditos, prediccion de quiebras, prediccion en el mer-
cado de valores, deteccién de fraudes, deteccion de acceso no autorizado a datos

de crédito
e Agricultura: clasificacion de enfermedades en tomates y soya
e Social: datos demograficos, tendencias electorales

e Mercadotecnia y ventas: identificacién de sub-grupos socioeconémicos que mues-

tran comportamiento inusual, patrones de compra, analisis de productos.
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e Publicidad: ediciones personalizadas.

e Mineria web, mineria de blogs, mineria de opinién, mineria de sentimientos.

2.3.3 Objetivos

La mineria de datos persigue dos objetivos de manera general, segin Carrillo & Viserda

(2007):

e Descripcién: el principal producto del proceso de la mineria de datos es el de-
scubrimiento de reglas. Estas mostraran nuevas relaciones entre las variables o
excepciones de acuerdo a la empresa en que se utilice este proceso, lo cual en-
riquecera el analisis y la descripcion de la forma en que trabaja una compania y

ayudara en la planificacién y en el disenio de futuros cambios.

e Prediccién: una vez descubiertas reglas importantes, estas pueden ser utilizadas
para estimar algunas variables de salida. Puede ser en el caso de secuencias en el
tiempo, o bien; en la identificacién e interrupcién a tiempo de una futura mala
experiencia de crédito. En esta tarea, se complementan las técnicas estadisticas

tradicionales con aquellas provenientes de la inteligencia artificial.

2.3.4 Mineria de datos en las organizaciones

La mineria de datos es conocida por ser usada en diferentes organizaciones con
diversos fines, para la extraccién de datos y su analisis mediante técnicas estadisticas
de grandes bases de datos brindando conocimiento que le sea de utilidad que lleve
a mejorar algiun aspecto de importancia para la organizacién. Por ejemplo, en las
empresas es ampliamente usada para prospectar clientes, para saber quiénes son los
mejores candidatos para un programa o un producto en especial, para analizar el

producto o parte de un proceso de produccién.

El tema de mineria de datos estd ligado al servicio, aporta respuestas a lo que estéa

pasando en mercadeo y servicio, es una puerta para las peticiones, quejas y reclamos, si
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se trabaja adecuadamente esta informacion, se pueden establecer cambios en servicios

y mejorar las operaciones de la empresa.

Mineria de datos en los procesos de toma de decisiones

En la actualidad las organizaciones son impulsadas por el deseo de un cambio continuo;
especificamente una mejora continua, por ello, las empresas privadas tanto como las
publicas deben tener la capacidad de ser adaptativas, flexibles y abiertas a cambios
constantes, contando con la facilidad para aprender como resolver problemas y generar
conocimiento, y asi poder establecer nuevos métodos en pro de la resolucion de los

mismos.

El interés del mundo profesional por la mineria de datos se ve reflejado en el
variado y amplio conjunto de empresas que han lanzado al mercado productos de
data mining, entre las cuales se encuentran las tres empresas mas importantes en her-
ramientas de andlisis: SPSS (Clementine), SAS (Enterprise Miner) e IBM (Inteligent
Miner). Desde el punto de vista de los expertos se habla de la minerfa de datos

como uno de los campos emergentes y con gran futuro en la investigacion de marketing.

Es importante resaltar que poseer datos no es el elemento esencial en una toma
de decisién acertada; es extraer de los datos informacion que al ser analizada resulte
en conocimiento que pueda ser usado para la implementacién, esto es lo que propor-
ciona el apoyo necesario para la toma de una decision argumentada, que oriente a la
empresa hacia el cumplimiento de sus metas y objetivos. El nivel de satisfaccion del
cumplimiento del objetivo de este proyecto se mide a través de qué tan valioso es el
conocimiento que se va a obtener a partir de la extraccion y analisis de informacion,
es decir, en qué medida va a ayudar este conocimiento a alcanzar las metas del OIC
que es fortalecer el sector cafetero mundial y promover su expansién sostenible en un

entorno basado en el mercado para beneficio de todos los participantes en el sector.
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2.4 Reglas de asociacién

Segin (Rodrigo 2018), los algoritmos de reglas de asociacién tienen como objetivo
encontrar relaciones dentro un conjunto de transacciones, en concreto, items o atributos
que tienden a ocurrir de forma conjunta. En este contexto, el término transacciéon hace
referencia a cada grupo de eventos que estan asociados de alguna forma. Una regla de
asociacién se define como una implicacién del tipo “si X entonces Y” (X=Y), donde
X e Y son itemsets o items individuales. El lado izquierdo de la regla recibe el nombre
de antecedente o lenft-hand-side (LHS) y el lado derecho el nombre de consecuente o

right-hand-side (RHS).

2.4.1 Algoritmo Apriori

Segun (Alcalde 2018), el algoritmo a priori es un algoritmo utilizado sobre bases de
datos transaccionales, que permite encontrar de forma eficiente ”conjuntos de items
frecuentes”, los cuales sirven de base para generar reglas de asociacién. Procede iden-
tificando los items individuales frecuentes en la base y extendiéndolos a conjuntos de
mayor tamano siempre y cuando esos conjuntos de datos aparezcan suficientemente

seguidos en dicha base de datos.

Algoritmo

1. Generar L (itemsets frecuentes de longitud 1)
2. Repetir hasta que no se encuentren mas itemsets nuevos:
(a) Generar el conjunto Cy,; de itemsets candidatos a partir de Ly, combinando
solo aquellos que se diferencien en el ultimo item.
(b) Calcular el soporte de cada candidato.
(c¢) Eliminar los candidatos infrecuentes.

(d) Incrementar k en 1.
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2.5 Series de tiempo

2.5.1 Definicion

Segun Carvajal & Murillo (2003), una serie de tiempo se le denomina a cualquier
variable que conste de datos reunidos, registrados u observados sobre incrementos
sucesivos de tiempo. Por lo tanto, se concluye que es una secuencia ordenada de

observaciones sobre una variable en particular.

Una serie estacionaria es aquella cuyos momentos al origen y a la media no varian
a través del tiempo. Estas situaciones se presentan cuando los patrones de demanda

que influyen sobre la serie son relativamente estables.

2.5.2 Componentes de una serie de tiempo

La descomposicién clasica es un método que se basa en el supuesto que la serie de
datos se pueden desagregar en componentes como: tendencia, ciclo, estacionalidad e

irregularidad; que se describen a continuaciéon Carrillo & Viserda (2007):

Tendencia

Una serie de tiempo con tendencia es aquella que contiene un componente de largo
plazo que representa el crecimiento o declinaciéon de la serie a través de un periodo

amplio.

Estacional

Se define como estacional una serie de tiempo con un patrén de cambio a si mismo ano
tras ano. Por lo regular, el desarrollo de una técnica de prondstico estacional comprende
la seleccion de un método multiplicativo o uno de adicién y estimar después indices

estacionales a partir de la historia de la serie.
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Ciclo

El efecto ciclico se define como la fluctuacion en forma de onda alrededor de la tenden-
cia. Los patrones ciclicos tienden a repetirse en los datos cada dos, tres o mas anos.

Es dificil establecer un modelo para estos patrones ciclicos, ya que no son estables.

Irregular

El componente irregular de la serie de tiempo es el factor residual, es decir, “todo lo
que sobra” y toma en consideracion las desviaciones de los valores reales de la serie de

tiempo en comparacion con los esperados; es el elemento aleatorio.

2.6 Modelos Arima

Segun Herrera & Hernandez (2002), Los modelos ARIMA constituyen una herramienta
de amplio espectro de aplicacion en la modelacién econémica. Mediante su utilizacion,
es posible entender el comportamiento de ciertas variables a través del tiempo y de
esta forma poder realizar prondsticos de corto y mediano plazo, a partir unicamente

de la historia de dicho proceso.

En su forma més general el modelo ARIMA (p,d,q),podria escribirse como:
}/;/ == 91}/;/_1 -+ 92}/;/_2 + ...+ ep}/;/—p + ar — ¢1at,1 -+ ¢2at,2 + ...+ ¢qat,q (21)

En donde’ Y’t:Yt_thl-

Es la combinacion de los modelos autorregresivo y el de medias méviles, con la par-
ticularidad de incluir un proceso de restablecimiento (el cual se denomina integracién)
de inestabilidad original presente en una serie de tiempo. El modelo ARIMA(p,d,q) es
capaz de operar sobre cualquier serie de tiempo ya que se incluye el proceso de estabi-
lizacién de la serie, por medio del parametro d, que simboliza el grado de diferenciacién

aplicado a la serie de tiempo.
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2.6.1 Modelos autorregresivos

La palabra ARIMA significa Modelos Autorregresivos Integrados de Medias Moviles.
Definimos un modelo como autorregresivo si la variable endégena de un periodo
t es explicada por las observaciones de ella misma correspondientes a periodos
anteriores anadiéndose, como en los modelos estructurales, un término de error. En
el caso de procesos estacionarios con distribucién normal, la teoria estadistica de los
procesos estocasticos dice que, bajo determinadas condiciones previas, toda Yt puede
expresarse como una combinancién lineal de sus valores pasados(parte sistemética)

mé&s un término de error (innovacién).

Los modelos aotorregresivos se abrevian con la palabra AR tras la que se indica el
orden del modelo: AR(1), AR(2),....etc. El orden del modelo expresa el nimero de

observaciones retasadas de la series temporal analizada que intervienen en la ecuacion.

El término de error de los modelos de este tipo se denomina generalmente ruido

blanco cuando cumple las tres hipdtesis basicas tradicionales:
e media nula
e varianza constante
e covarianza nula entre errores correspondientes a observaciones diferentes

La expresion genérica de un modelo autorregresivo, no ya de un AR(1) sino de un

AR(p) seria la siguiente:

Y; = 91}/;5_1 + 92}/;_2 + ...+ HpY}_p + a; (22)

2.6.2 Modelo de medias moviles

Un modelo de los denominados de medias moéviles es aquel que explica el valor de una
determinada variable en un periodo t en funcién de un término independiente y una
sucesion de errores correspondientes a periodos precedentes, ponderados conveniente-

mente. Estos modelos se denotan normalmente con las siglas MA, seguidos, como en
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el caso de los modelos autorregresivos, del orden entre paréntesis. Asi, un modelo con

q términos de error MA(q) responderia a la siguiente expresion:
Yi=a; — ¢ra,-1 — G204 + ... — Qqa4—q (2.3)

2.6.3 Modelos de Box-Jenkins

En 1970, Box y Jenkins desarrollaron un cuerpo metodolégico destinado a identificar,
estimar y diagnosticar modelos dinamicos de series temporales en los que la variable
tiempo juega un papel fundamental. Una parte importante de esta metodologia
estd pensada para liberar al investigador econdometra de la tarea de especificacion de
los modelos dejando que los propios datos temporales de la variable a estudiar nos
indiquen las caracteristicas de la estructura probabilistica subyacente.Esta metodologia
se basa en tratar de determinar cual es el modelo probabilistico que rige el proceso a

lo largo del tiempo.

1
1
i 1.Estacionariedad
1

Inducir estacionariedad
bimimim === I T L 1
i 1
! Identificar modelas i 2. Identificacion
! pasibles !
bimimsmimem _._._._._._._._.I
] . S i
[ Estimar los parimetros i . -
i e bos modelos ;3. Estimacion
i tentativas ;
B st oot o ;
i > i
; #Son adecusdas los !
- Ne adelos estimadas ! 4. Evaluacién
! sabre la serie [
' estacionaria? |
| !

5. Prondsticos
No £50n adecuados los
prondsticos?
Establecer modelos

Figura 2.1: Fases de la Metodologia Box - Jenkins

La imagen 2.1 muestra los pasos para realizar esta metodologia. Cada una de estas
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etapas se derrarrolla acontinuacion:

e Estacionariedad: El primer paso de la metodologia Box-Jenkins es determinar
si la serie de tiempo es estacionaria. En caso de que no sea estable a lo largo del

tiempo, es necesario aplicar una transformacién a la serie para inducirla a ello.

e Identificacién: Si la funcién de autocorrelacion simple y parcial calculadas de
la serie que se desea ajustar a un modelo es semejante a algunas o varias autocor-
relacion simple y parcial tedricas, entonces se puede decir que el modelo tedrico

es un modelo tentativo para la serie.

e Estimacion: En esta etapa se estiman los coeficientes del modelo escogido tenta-
tivamente en el paso anterior. Para esto se utiliza el criterio de maxima verosimil-

itud o el criterio de los minimos cuadrados

e Evaluacién del modelo:En este paso se comprueba la eficiencia del modelo y
se decide si es estadisticamente adecuado. Para que sea estadisticamente ade-
cuado los residuos son independientes entre si, indicando que son completamente

aleatorios.
e Prondéstico: Pronosticar valores futuros de la serie de tiempo, acotando que las

series de tiempo solo sirven para predecir evento en corto plazo de tiempo.

2.6.4 FError Porcentual Absoluto Medio

n |At _Ft|
=1 |4,

n

MAPE =

Figura 2.2: Error Porcentual Absoluto Medio

El Error Porcentual Absoluto Medio (MAPE o Mean Absolute Percentage Error)
es un indicador del desempeno del Pronéstico de Demanda que mide el tamano del
error (absoluto) en términos porcentuales. El hecho que se estime una magnitud del

error porcentual lo hace un indicador frecuentemente utilizado por los encargados de
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elaborar pronosticos debido a su facil interpretacion. Incluso es 1til cuando no se conoce
el volumen de demanda del producto dado que es una medida relativa.La formula para

el cdlculo del MAPE o Error Porcentual Absoluto Medio se puede ver en 2.2



Capitulo 3

Marco Metodolégico

3.1 Aplicacién de las reglas de asociacion

Es de interés observar la accién que puede tener una variable sobre otra, para el
caso de estudio, éste método implicaria ver las relaciones existentes entre cada precio
de café como consecuencia de los cambios que presenten las mismas. Mediante la
implementacion de las ya descritas reglas de asociacion, definidas en el capitulo
anterior, seran de utilidad para encontrar y determinar patrones existentes entre los

diferentes precios de café por tipo.

Para generar las reglas de asociacion se usara el algoritmo Apriori, en el marco
tedrico se definié tedricamente su funcionamiento y los pasos para ejecutarlo. Para
hacer posible la utilizacién de este algoritmo aplicado a nuestro caso (datos numéricos)
es necesario hacer una normalizacion estandar del conjunto de datos, para luego poder
realizar una transformacion. Por eso, se crea una funcién determinista a partir de
la cual se puede asociar correctamente el comportamiento de los diferentes precio de
café y el indicador compuesto OIC. Dicha funcién, se encarga de generar una matriz
de ceros y uno) dependiendo del valor del precio normalizado que presente el café. Si
el valor es positivo, la funcion sustituye ese valor asignando un 1 a esa posicién, y en

caso contrario le asignara un 0.
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Luego de obtener la matriz de ceros se procede a aplicar el algoritmo Apriori, el
cual arrojo en sus resultados 291 conjuntos de reglas de asociacién con su respectivo
soporte y confianza, los cuales los mas significativo van a ser analizados en el proximo

capitulo.

3.2 Fases 1y 2 de la Metodologia CRISP-DM

3.2.1 Compresion y analisis del problema

Para dar un pronéstico del precio del café por tipo se deben analizar los datos registra-
dos en la base de datos del OIC, mediante técnicas de mineria de datos con la finalidad

de encontrar un modelo por tipo de café.

3.2.2 Entendimiento de datos

Los datos proporcionados por la organizacion internacional del café (OIC), correspon-
den al periodo de enero de 1990 hasta junio de 2018, que corresponde a 4 tipos de café y
un indicador compuesto manejado por la misma organizacion. Los datos corresponden
a una base de datos que registra las actividades realizadas por los paises exportadores
e importadores de café perteneciente a la organizacion y estan digitalizadas en Ex-
cel de Microsoft Office; la planilla es manejada en su web publica y gratuitamente,
datos anteriores a 1990 son privados ya que se debe cancelar 250 libras esterlinas para

conseguirlos. La tabla 3.1 se presenta una breve descripcién de los datos

3.3 Fase 3: Preparacion de los datos

En esta fase se procede a trabajar en conjunto con la metodologia de Box-Jenkins,
ya que necesitamos que la serie de tiempo sea estacionaria para poder identificar un
modelo. La figura 3.1 muestra como esta distribuida la base de datos

Al analizar la tabla 3.1 se observa que las variables al lado de los anos no aportan
informacion util para la prueba, debido a que son promedios anuales y la idea es

tener la mayor cantidad de datos posibles para crear una serie de tiempo, por eso se
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Tabla 3.1:

Variables con su descripciéon

Nombre del campo

Tipo de campo

Descripcion

Fecha

Fecha

Precio exacto del evento

ICO indicador compuesto

Numero Real

Promedio ponderado de los
precios en centavo de dolar
indicativos de los cuatro

grupos distintos de cafe.

Cafe arabico colombiano suave

Numero Real

Precio en centavo de dolar
estadounidense del cafe ara-

bico colombiano

Cafe arabico Brasileiro suave

Numero Real

Precio en centavo de dolar
estadounidense del cafe ara-

bico brasileiro

Cafe robustas

Numero Real

Precio en centavo de dolar
estadounidense del cafe ro-

bustas

Otros cafe arabicas suave

Numero Real

Precio en centavo de dolar
estadounidense de otros cafe

arabicas

tomaran en cuanta solo los datos mensuales, por tanto, se eliminan estos promedios.A

parte el campo de fecha es modificado para que posea la siguiente estructura mes/afno

respectivamente.

Para la creacion del modelo solo se usaran los datos subministrados hasta diciembre

del 2015, el resto de los datos que corresponde a 30 meses posteriores se utilizara para

validar el modelo.
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ICO composite Colombian . Brazilian
ind?::lor Milds izl Naturals
1990 71,53 96,53 89,46 82,97 53,60
January 62,75 82,07 76,02 70,36 4947
February 67.01 91,55 83.95 77.59 50,08
March 75,25 103,24 94.73 86,17 55,76
April 75,34 101,79 947 8745 55,95
May 73,30 99,14 92,97 86,31 53,62
June 69.91 96,01 89.15 82,94 50,67
July 68,36 92.45 86,65 78,94 50,07
August 74,10 103,30 94.43 90,25 53.78
September 75,55 102,21 95,39 92,20 55,70
October 73.89 97.20 91,58 85,78 56.21
MNovember 70,10 92,38 84,72 77,46 55,48
December 72,83 97,06 89,18 80,17 56,46
1991 66,80 89,76 84,98 729 48,62
January 69.38 91,55 85.93 75,59 52,83
February 70,55 94.21 89.21 79,39 51,87
March 7247 99,36 93,56 83,83 51,37
Agpril 7145 97.27 91,96 81,58 50,93

Figura 3.1: Base de Dato del precio del café segun el OIC

3.3.1 Estacionariedad

Como primer paso del estudio de series temporales, se realiza una representacion
grafica de cada serie para ver el comportamiento de los datos y a partir de este punto
decidir sobre la estacionariedad, despues se le aplicara algin tipo de suavizamiento
a la serie de tipo logaritmico; con el fin de lograr transformar los valores para que

representen una media y varianza constante a través del tiempo.

Luego de aplicar el suavizado a la serie, para comprobar la estacionariedad de
la misma, se procede a realizar el test de Dickey-Fuller, también conocido como la
prueba de la raiz unitaria. Un articulo publicado por Moffatt, M. (2019), menciona
que esta prueba se utiliza para comprobar si la serie es estacionaria o no, partiendo
de una hipédtesis nula Hy que alega la existencia de que una raiz unitaria se encuentra
presente en la serie temporal. Dicha prueba consta de 2 parametros fundamentales
que determinan el rechazo o aceptacion de Hy, los cuales son: el valor del estadistico
de prueba Dickey-Fuller, el cual deberia ser negativo para cumplir con la hipdtesis
alternativa H,, junto con el valor de p-value, que deberia ser menor a 0.05. (p-value
< 0.05) . Cuanto més negativo es el valor del estadistico de prueba ADF, més fuerte
es el rechazo de la hipdtesis de que hay una raiz unitaria. Para realizar estos paso se

hara por separado para poder detallar cada serie de una mejor forma.
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En caso de no ser estacionaria, se procede a observar la grafica de la serie temporal
a ver si presenta algin tipo comportamiento donde se logre comprobar la existencia
de algin componente estacional, de tendencia, o en su defecto ambos. En caso de ser
asi, es necesario eliminar dicha tendencia lineal o periocidad mediante el uso de una

diferenciacion.

Café suaves Colombiano Arabico
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Figura 3.2: Serie de tiempo Café colombiano

En la figura 3.2 se observa los datos no presenta ninguna estacionariedad ya que
se observa varios picos de subida y bajada a lo largo de la serie. Ademas se percibe
en el grafico 3.3 de la funcién de autocorrelacion se percibe que los lag disminuyen

lentamente pero siguen estando fuertemente correlacionados.

Para dar una mayor confianza de que la serie no es estacionaria, se aplica el test de
Dickey-Fuller, el cual se realiza mediante el software libre R, con el siguiente comando
”adf.test(as.xts(PCP), alternative = "stationary”)”. Esta accién genera que el p-value
diese 0.4854 y el coeficiente Dickey-Fuller -2.2159, estos valores nos indica primero que
la serie no es estacionaria ya que el p-value es mayor a 0.05, por lo tanto existe un

raiz unitaria que impide que la serie sea estacionaria.
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Figura 3.3: funcion de Autocorrelacién
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Figura 3.4: Serie de tiempo diferenciada del Café colombiano

Ahora se de realizar una diferenciacién regular, debido a que la serie no fue esta-
cionaria, no presenta ninguna estacionalidad. Después se aplica el test de Dickey-Fuller
el cual genero un p-value de 0.01 y un estadistico Dickey-Fuller de -6.477, al ser menor
que 0.05 el pvalue y al ser el estadistico negativo se puede asegurar que la serie posee
una media y una varianza constante en el tiempo. En la figura 3.4 se detalla como

queda la representacion de los datos al haberse aplicado la diferenciacion regular.



3.3 FASE 3: PREPARACION DE LOS DATOS 28

Café suaves Brasileno Arabico
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Figura 3.5: Serie de tiempo Café brasilenio

En la figura 3.5 se observa que los datos no presenta ninguna estacionariedad ya
que se observa varios picos de subida y bajada a lo largo de la serie. Ademas se percibe
en el grafico 3.6 de la funcion de autocorrelacion se percibe que los lag disminuyen

lentamente pero siguen estando fuertemente correlacionados.
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Figura 3.6: funcion de Autocorrelacién

Para dar una mayor confianza de que la serie no es estacionaria, se aplica el test de
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Dickey-Fuller, el cual se realiza mediante el software libre R, con el siguiente comando
”adf.test(as.xts(PCP), alternative = "stationary”)”. Esta accién genera que el p-value
diese 0.2984 y el coeficiente Dickey-Fuller -2.6594, estos valores nos indica primero que
la serie no es estacionaria ya que el p-value es mayor a 0.05, por lo tanto existe un

raiz unitaria que impide que la serie sea estacionaria.

Ahora se debe realizar una diferenciacion regular, debido a que la serie no fue
estacionaria, y no presenta ninguna estacionalidad. Después se aplica el test de Dickey-
Fuller el cual genero un p-value de 0.01 y un estadistico Dickey-Fuller de -6.449, al ser
menor que 0.05 el pvalue y al ser el estadistico negativo se puede asegurar que la serie
posee una media y una varianza constante en el tiempo. En la figura se observa 3.7

como queda la representacion de los datos al haberse aplicado la diferenciacion regular.
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Figura 3.7: Serie de tiempo diferenciada del Café Brasileno

Café Robusta

En la figura 3.8 observa que los datos no presenta ninguna estacionariedad ya que
se observa varios picos de subida y bajada a lo largo de la serie. Ademas se percibe
en el grafico 3.9 de la funciéon de autocorrelacion se percibe que los lag disminuyen

lentamente pero siguen estando fuertemente correlacionados.
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Figura 3.8: Serie de tiempo Café Robusto
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Figura 3.9: funcion de Autocorrelacién

Para dar una mayor confianza de que la serie no es estacionaria, se aplica el test de

Dickey-Fuller, el cual se realiza mediante el software libre R, con el siguiente comando

”adf.test(as.xts(PCP), alternative = "stationary”)”. Esta accién genera que el p-value

diese 0.4369 y el coeficiente Dickey-Fuller -2.3331, estos valores nos indica primero que

la serie no es estacionaria ya que el p-value es mayor a 0.05, por lo tanto existe un

raiz unitaria que impide que la serie sea estacionaria.

Ahora se debe realizar una diferenciacion regular, debido a que la serie no fue
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Figura 3.10: Serie de tiempo diferenciada del Café Robusta

estacionaria, y no presenta ninguna estacionalidad. Después se aplica el test de Dickey-
Fuller el cual genero un p-value de 0.01 y un estadistico Dickey-Fuller de -6.3603, al ser
menor que 0.05 el pvalue y al ser el estadistico negativo se puede asegurar que la serie
posee una media y una varianza constante en el tiempo. En la figura 3.10 se observa

como queda la representacion de los datos al haberse aplicado la diferenciacién regular.

otros café suave arabicas
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Figura 3.11: Serie de tiempo Café otras arabicas
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En la figura 3.11 se observar que los datos no presenta ninguna estacionariedad
ya que se observa varios picos de subida y bajada a lo largo de la serie. Ademas
se percibe en el grafico 3.12 de la funcién de autocorrelacion se percibe que los lag

disminuyen lentamente pero siguen estando fuertemente correlacionados.
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Figura 3.12: funcion de Autocorrelacion

Para dar una mayor confianza de que la serie no es estacionaria, se aplica el test de
Dickey-Fuller, el cual se realiza mediante el software libre R, con el siguiente comando
”adf.test(as.xts(PCP), alternative = "stationary”)”. Esta accién genera que el p-value
diese 0.2699 y el coeficiente Dickey-Fuller -2.727, estos valores nos indica primero que
la serie no es estacionaria ya que el p-value es mayor a 0.05, por lo tanto existe un

raiz unitaria que impide que la serie sea estacionaria.

Ahora se debe realizar una diferenciacion regular, debido a que la serie no fue
estacionaria, y no presenta ninguna estacionalidad. Después se aplica el test de Dickey-
Fuller el cual genero un p-value de 0.01 y un estadistico Dickey-Fuller de -6.0767, al ser
menor que 0.05 el pvalue y al ser el estadistico negativo se puede asegurar que la serie
posee una media y una varianza constante en el tiempo. En la figura 3.13 se observa

como queda la representacién de los datos al haberse aplicado la diferenciacién regular.
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Figura 3.13: Serie de tiempo diferenciada del otros café arabica
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Figura 3.14: Serie de tiempo del Coeficiente compuesto del OIC

En la figura 3.14 se observa que los datos no presenta ninguna estacionariedad ya
que se observa varios picos de subida y bajada a lo largo de la serie. Ademas se percibe
en el grafico 3.15 de la funcién de autocorrelacion se percibe que los lag disminuyen

lentamente pero siguen estando fuertemente correlacionados.

Para dar una mayor confianza de que la serie no es estacionaria, se aplica el test de
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Figura 3.15: funcion de Autocorrelacion

Dickey-Fuller, el cual se realiza mediante el software libre R, con el siguiente comando

7adf.test(as.xts(PCP), alternative = "stationary”)”. Esta accién genera que el p-value

diese 0.2699 y el coeficiente Dickey-Fuller -2.727, estos valores nos indica primero que

la serie no es estacionaria ya que el p-value es mayor a 0.05, por lo tanto existe un

raiz unitaria que impide que la serie sea estacionaria.
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Figura 3.16: Serie de tiempo diferenciada de otros café arabicas
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Ahora se debe realizar una diferenciacion regular, debido a que la serie no fue
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estacionaria, y no presenta ninguna estacionalidad. Después se aplica el test de Dickey-
Fuller el cual genero un p-value de 0.01 y un estadistico Dickey-Fuller de -2.5108, al
ser menor que 0.3611 el pvalue y al ser el estadistico negativo se puede asegurar que
la serie posee una media y una varianza constante en el tiempo. En la figura 3.16 se
observa como queda la representacion de los datos al haberse aplicado la diferenciaciéon

regular.

3.4 Fase 4: Modelacion

3.4.1 Identificacion

Depende la cantidad de veces que se diferencioé en el proceso anterior se identifica el
orden de integracién I(d) del modelo ARIMA, se procede a la identificacién de los
parametros p y q mediante los graficos ACF y PACF respectivamente. Cabe anotar,
que en el procedimiento de identificacién de p y g, se consideran aquellos rezagos
estadisticamente significativos, es decir, se consideran los p retardos de las relaciones
directas que existen entre las observaciones, donde se determina el orden p del modelo
ARIMA a partir del primer retardo hasta que la funciéon se anula o no logra superar

la franja o limites de confianza inferior o superior.

Para esto se tomara en cuenta un principio de parsimonia de un maximo de 6
parametros por series, con el fin de que las serie temporales no posean tantos parametros

redundantes.

Café suaves Colombiano Arabico

Al haber diferenciados solo una vez se puede decir que d=1, por lo tanto, solo queda
encontrar el parametro p y ¢; para p observamos la funcién de autocorrelacién en la
figura 3.18, en el lag 5 y 17 corta con los limites inferiores.

Para encontrar el pardmetro q se utiliza la funciéon de autocorrelacion, la cual se
puede observar en la figura 3.17, en el lag 1, 5 y 17. Como todas las combinaciones

posibles nos da mayor a 6 parametros nos basamos en el criterio AIC, el cual es una
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Figura 3.17: Funcién de autocorrelacion del café colombiano
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Figura 3.18: Funcién de autocorrelaciéon parcial del café colombiano

medida de la calidad relativa de un modelo estadistico, para un conjunto dado de datos.

Mientras el AIC sea mas bajo la calidad del modelos es mejor, por eso en este caso se

tomo p=3 y q=2; por lo tanto el modelo arima para la serie de tiempo del precio del

café colombiano es ARIMA(3,1,2).



3.4 FASE 4: MODELACION 37

Café suaves Brasileno Arabico

Al haber diferenciados solo una vez se puede decir que d=1, por lo tanto, solo queda
encontrar el parametro p y ¢; para p observamos la funcién de autocorrelacién en la

figura 3.20, no se aprecia que exista un corte el los limites.
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Figura 3.19: Funcién de autocorrelaciéon del café brasileno
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Figura 3.20: Funcién de autocorrelacion parcial del café brasileno

Para encontrar el parametro q se utiliza la funcién de autocorrelacion, la cual se

puede observar en la figura 3.19, tampoco se percibe un corte claro en los limites. Nos
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basamos en el criterio AIC, por eso en este caso se tomo p=3 y q=2; por lo tanto el
modelo arima para la serie de tiempo del precio del café brasileno es ARIMA(3,1,2).
Café robusta

Al haber diferenciados solo una vez se puede decir que d=1, por lo tanto, solo queda
encontrar el parametro p y q; para p observamos la funciéon de autocorrelacién en la

figura 3.22, en el lag 5,15 y 19 corta con los limites inferiores.
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Figura 3.21: Funcién de autocorrelacion del café Robusta
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Figura 3.22: Funcién de autocorrelacion parcial del café Robusta
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Para encontrar el parametro q se utiliza la funcién de autocorrelacion, la cual se
puede observar en la figura 3.21, en el lag 1, 9, 10 y 19. Como todas las combinaciones
posibles nos da mayor a 6 parametros nos basamos en el criterio AIC, por eso en este
caso se tomo p=0 y q=b; por lo tanto el modelo arima para la serie de tiempo del

precio del café robusto es ARIMA(0,1,5).

Otros café suaves Arabico

Al haber diferenciados solo una vez se puede decir que d=1, por lo tanto, solo queda
encontrar el parametro p y ¢; para p observamos la funcién de autocorrelacién en la

figura 3.24, se aprecia que el lag 17 existe un corte el limite inferior.
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Figura 3.23: Funcién de autocorrelacion de otros café suaves arabicos

Para encontrar el parametro q se utiliza la funcién de autocorrelacion, la cual se
puede observar en la figura 3.23, se percibe cortes en los lags 1,2,15,16,17. Por eso es
mejor basarse en el criterio AIC para cumplir el principio de parsimonia, por eso en
este caso se tomo p=3 y q=2; por lo tanto el modelo arima para la serie de tiempo del

precio del café otros suaves arabicos es ARIMA(3,1,2).

Coeficiente compuesto del OIC

Al haber diferenciados solo una vez se puede decir que d=1, por lo tanto, solo queda

encontrar el parametro p y ¢; para p observamos la funcién de autocorrelacién en la
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Figura 3.24: Funcién de autocorrelacién parcial de otros café suaves arabicos

figura 3.26, no se aprecia que exista un corte los limites .
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Figura 3.25: Funcién de autocorrelacion del café otros suaves arabicos

Para encontrar el parametro q se utiliza la funcién de autocorrelacion, la cual se
puede observar en la figura 3.25, se percibe cortes en los lags 1,2,5,16,17. Por eso es
mejor basarse en el criterio AIC para cumplir el principio de parsimonia, por eso en
este caso se tomo p=2 y q=2; por lo tanto el modelo arima para la serie de tiempo del

precio compuesto del OIC es ARIMA(2,1,2).
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Figura 3.26: Funcion de autocorrelacion parcial del café otros suaves arabicos

3.4.2 Estimacion

En esta etapa se estiman los coeficientes de los términos autorregresivos y de media
movil incluidos en el modelo, cuyo ntimero de rezagos p v q ya han sido identificados
en la etapa anterior. En el caso de estudio, la herramienta para identificarlo serd R,

mediante el uso del comando ARIMA (p,d,q).

Café suaves colombiano Arabico

Al aplicar el comando ” Arima(as.xts(PCP), order = ¢(3,1,2))” en donde as.xts(PCP),
son los datos mensuales del precio del café colombiano de 1990 hasta diciembre del
2015, y el pardmetro order indica la cantidad de paramatros (ma,i,ar) en el modelo, en
la figura 3.27, se aprecia el valor de cada coeficiente.

T e e e o

@.8382 -8.8725 -0.838@ -0.8816 1.0000 8.1863
=.e. ©.8572 @.8558 8.8573 B.8384 @.8853 8.8827

Figura 3.27: Parametros del modelo arima(3,1,2) para el precio del café colombiano

Utilizando la ecuacién 2.1, se obtiene que el modelo que representa esta serie es el

siguiente:
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Y/ = 0.8382Y,, — 0.8725Y,_, — 0.0380Y;_, + 0.1863 + 0.8816a, 1 —a;»  (3.1)

IDD,(iorKje’ ﬁfjtzzﬁ{i——ﬁftfl.

Café suaves Brasileno Arabico

Al aplicar el comando ” Arima(as.xts(PCP), order = ¢(3,1,2))” en donde as.xts(PCP),
son los datos mensuales del precio del café brasileno de 1990 hasta diciembre del 2015,
y el pardmetro order indica la cantidad de pardmetros (ma,i,ar) en el modelo, en la
figura 3.28, se aprecia el valor de cada coeficiente.
Coefficients:
arl arz arl mal ma2 constant

@.3711 -8.7334 1658 -@.1823 ©.8504 L1762
5.8, @.1559 @.136a @984 @.15a87 ©.1125 L7937

a. a
a. @

Figura 3.28: Parametros del modelo arima(3,1,2) para el precio café otros brasilefio

Usando la ecuacion 2.1, se obtiene que el modelo que representa esta serie es el

siguiente:

Y/ = 0.3711Y,, — 0.7334Y/ , + 0.1658Y;_, 4+ 0.1762 4 0.1823a,_; — 0.8504a,_5 (3.2)

En donde, Y';=Y;—Y,;_1.

Café Robusta

Al aplicar el comando ” Arima(as.xts(PCP), order = ¢(0,1,5))” en donde as.xts(PCP),
son los datos mensuales del precio del café robusta de 1990 hasta diciembre del 2015,
y el parametro order indica la cantidad de paramatros (ma,i,ar) en el modelo, en la

figura 3.29, se aprecia el valor de cada coeficiente.
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Coefficients:
mal ma2 ma3 mad maS constant
B.2308 ©.23R% 08.8249 -2.0115 -B.1485 8.8973
=.e. B.8567 ©.8576 @.8586 B.B@587 9.8517 8.4169

Figura 3.29: Parametros del modelo arima(0,1,5) para el precio del café robusta

Utilizando la ecuacién 2.1, se obtiene que el modelo que representa esta serie es el

siguiente:

Y, =0.0973 — 0.2308a;_1 — 0.2309a;_5 — 0.0249a;_3 + 0.0115a;_4 + 0.1485a;_5 (3.3)

En donde7 Y’t:Yt_Yt—l'

Otros café arabico suaves

Al aplicar el comando ” Arima(as.xts(PCP), order = ¢(3,1,2))” en donde as.xts(PCP),
son los datos mensuales del precio de otros café suaves arabico de 1990 hasta diciembre
del 2015, y el pardmetro order indica la cantidad de pardmetros (ma,i,ar) en el modelo,
en la figura 3.30, se aprecia el valor de cada coeficiente.
Coefficients:
arl ar2 ar3 mal ma2 co

n =
@.2713 -@8.7608 .1889 -0.1@35 0.3829 @.241%9
=.e. ©.9912 2.1154 LB871 @.a784 ©.8841 8.832

Figura 3.30: Parametros del modelo arima(3,1,2) para el precio de otros café suaves

arabicos

Utilizando la ecuacién 2.1, se obtiene que el modelo que representa esta serie es el

siguiente:

Y/ = 0.2713Y/, — 0.76Y;_, + 0.1889Y; , + 0.2419 4 0.1085a,_; — 0.8829a,_5 (3.4)

En donde’ Y’t:Yt_thl-
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Indicador compuesto del OIC

Al aplicar el comando ” Arima(as.xts(PCP), order = ¢(2,1,2))” en donde as.xts(PCP),
son los datos mensuales del indicador compuesto del OIC de 1990 hasta diciembre del
2015, y el pardmetro order indica la cantidad de parametros (ma,i,ar) en el modelo, en
la figura 3.31, se aprecia el valor de cada coeficiente.
Coefficients:
arl ar2 mal ma2 constant

85 -@.8258 -B.6818 ©.7335
35 @.2284 8.2371 @.1557

Figura 3.31: Parametros del modelo arima(2,1,2) para el precio compuesto del OIC

Usando la ecuacion 2.1, se obtiene que el modelo que representa esta serie es el

siguiente:

Y/ = 0.8305Y; , — 0.6258Y; , + 0.1749 + 0.6610a,_1 — 0.7035a;_5 (3.5)

En dOnde, th:Yt—Yt,1 .

3.5 Fase 5: Evaluacion

3.5.1 Evaluacion del modelo

En esta etapa, se comprueba que los residuos no tengan una estructura de dependencia
y sigan un proceso de ruido blanco, es decir, que todos los posibles periodos de oscilacion
se presentan con igual intensidad (con media igual a 0 y varianza ¢?) y no tienen
correlacion serial. Si los residuos muestran estructura de dependencia se modifica el
modelo para incorporarla y se repite el procedemiento desde la etapas de identificacién,
basandonos en el AIC mas pequeno y cumpliendo el principio de parsimonia de un
maximo de 6 parametros hasta obtener un modelo adecuado. Para esto, se utiliza
como soporte el test de Ljung — Box, mediante una prueba efectuada para determinar

la significancia de la hipdtesis nula Hy que hace referencia a la NO autocorrelacién de
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los residuos, donde el valor valor de significancia a 6 p-value < 0.05 para aceptar Hy,
es decir, que los residuos son independientes. De lo contrario se aceptaria la hipdstesis
alternativa H; en la que se alega que si existe una dependencia entre ellos. La grafica
que representa los p-value del estadistico Ljung-box, nos indicara si el modelo es o no

aceptado, si ningiin punto da inferio al limite o <0.05

Café suaves colombiano Arabico

Como se puede observar en la grafica 3.32, residuos estandarizados se presentan de
manera estacionaria a lo largo del tiempo (varianza y media constante), en la funcién de
autocorrelacion se observa que ningun lag sobrepasa los limites, pudiéndonos confirmar
que los residuos son independientes entre si. A parte el grafico Normal Q-Q plot de los

residuos estandarizado se acopla muy bien a la relacién lineal.

Model: (3,1,2) Standardized Residuals

ACF of Residuals Normal Q-Q Plot of Std Residuals

ACF
02 00 02 04
Ly
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' '
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Figura 3.32: Analisis residual del modelo arima(3,1,2) para el precio del café colombiano

La grafica que representa los p-value del estadistico Ljung-box de esta serie nos
muestra que todo los puntos estan por encima de 0.05, entonces, se puede afirmar con
completa seguridad que los residuos son independiente, por lo tanto el modelo es apto

para continuar a la siguiente fase.
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Café suaves brasileno Arabico

Como se puede observar en la grafica 3.33, residuos estandarizados se presentan de
manera estacionaria a lo largo del tiempo (varianza y media constante), en la funcién de
autocorrelacion se observa que ningun lag sobrepasa los limites, pudiéndonos confirmar
que los residuos son independientes entre si. A parte el grafico Normal Q-Q plot de los

residuos estandarizado se acopla muy bien a la relacién lineal.

Model: (3,1,2) Standardized Residuals
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Figura 3.33: Anélisis residual del modelo arima(3,1,2) para el precio del café brasileno

La grafica que representa los p-value del estadistico Ljung-box de esta serie nos
muestra que todo los puntos estan por encima de 0.05, entonces, se puede detallar que
el lag 6 esta muy cerca del 0.05, sin embargo se puede afirmar con completa seguridad
que los residuos son independiente, por lo tanto el modelo es apto para continuar a la

siguiente fase.

Café Robusta

Como se observa que en la grafica 3.34, residuos estandarizados se presentan de man-
era estacionaria a lo largo del tiempo (varianza y media constante), en la funcién de
autocorrelacion se aprecia que el lag 1.6 sobrepasa el limites, mostrando que existe
cierta dependencia de residuos. Ademads el grafico Normal Q-Q plot de los residuos
estandarizado se acopla muy bien a la relacion lineal.

La grafica que representa los p-value del estadistico Ljung-box de esta serie muestra
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Model: (0,1,5) dardized Residuals
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Figura 3.34: Analisis residual del modelo arima(0,1,5) para el precio de café robusta

que los lag 19 y 20 dan por debajo de 0.05, a pesar de que se probaron los otros
modelos, estos demostraban una mayor dependencia a lo largo de la serie, por este
motivo para efectos de este estudio se decide adoptar este modelo, el cual se dara una

mejor explicacion del por que de la eleccién en el capitulo siguiente.

Otros café suaves arabicos

Como se puede observar en la grafica 3.35, residuos estandarizados se presentan de
manera estacionaria a lo largo del tiempo (varianza y media constante), en la funcién
de autocorrelacion se observa que ningtn lag sobrepasa los limites, confirmando que
los residuos son independientes entre si. A parte el grafico Normal Q-Q plot de los
residuos estandarizado se acopla muy bien a la relacién lineal.

La grafica que representa los p-value del estadistico Ljung-box de esta serie nos
muestra que todo los puntos estan por encima de 0.05, entonces, se puede detallar que
el lag 6 esta muy cerca del 0.05, sin embargo se puede afirmar con completa seguridad
que los residuos son independiente, por lo tanto el modelo es apto para continuar a la

siguiente fase.
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Figura 3.35: Anadlisis residual del modelo arima(3,1,2) para el precio de otros café

suaves arabicos

Indicador compuesto del OIC

Como se puede observar en la grafica 3.36, residuos estandarizados se presentan de

manera estacionaria a lo largo del tiempo (varianza y media constante), en la funcién

de autocorrelacion se observa que ningtn lag sobrepasa los limites, confirmando que

los residuos son independientes entre si. A parte el grafico Normal Q-Q plot de los

residuos estandarizado se acopla muy bien a la relacién lineal.
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Figura 3.36: Anélisis residual del modelo arima(2,1,2) para el precio compuesto del

OIC
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La grafica que representa los p-value del estadistico Ljung-box de esta serie nos
muestra que todo los puntos estan por encima de 0.05, igual se puede detallar que el
lag 6 esta muy cerca del 0.05, sin embargo se puede afirmar con completa seguridad
que los residuos son independiente, por lo tanto el modelo es apto para continuar a la

siguiente fase.

3.5.2 Pronoéstico

En esta ultima etapa, luego de obtener los valores pronosticados por el modelo, se
construye una tabla que contiene las observaciones del conjunto de datos originales
resultantes, los cuales se dejaron como fase o periodo de prueba con el propdsito de

compararlos con dichos valores resultantes arrojados por el pronéstico de ARIMA.

Para evaluar la precisién global de los pronostico se hace uso del error porcentual
absoluto medio, explicado en el marco tedrico. Tomando en cuenta que solo se pronos-

ticaran 30 valores por modelo.

Café suaves colombiano arabico

La tabla 3.2, muestra los valores reales y los valores pronosticados del precio del café
colombiano, para ver la eficiencia del modelo se aplicara la medida MAPE, el cual es
un estadistico para calcular el error porcentual absoluto medio, el cual fue explicado
en el capitulo anterior. Esto genero un error de 6.97%.

En la figura 3.37, se graficé los valores de la tabla 3.2, siendo la curva de color rojo
la que representa los valores reales, y la curva negra representa los valores pronosticado
por el modelo, se aprecia que el intervalo observado es el periodo de enero de 2016

hasta junio de 2018.

Café suaves brasileno arabico

La tabla 3.3, muestra los valores reales y los valores pronosticados del precio del café
brasileno, para ver la eficiencia del modelo se aplicara la medida MAPE, el cual es un

estadistico para calcular el error porcentual absoluto medio, el cual fue explicado en el
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Figura 3.37: Grafica de prondstico por 30 meses del café colombiano

capitulo anterior. Esto genero un error de 7.65%.
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Figura 3.38: Grafica de prondstico por 30 meses del café brasileno
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En la figura 3.38, se grafico los valores de la tabla 3.3, siendo la curva de color rojo

la que representa los valores reales, y la curva negra representa los valores pronosticado

por el modelo, se aprecia que el intervalo observado es el periodo de enero de 2016

hasta junio de 2018.
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Café robusta

La tabla 3.4, muestra los valores reales y los valores pronosticados del precio del café
robusta, para ver la eficiencia del modelo se aplicara la medida MAPE, el cual es un
estadistico para calcular el error porcentual absoluto medio, el cual fue explicado en el

capitulo anterior. Esto genero un error de 14.23%.

Precio del cafe Robusto desde 2016 hasta junio de 2018ene 2016 / jun 2018
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100 100
a5 95
a0 a0
85 85
80 a0

75 75

ene jul ene jul ene jun
2016 2016 2017 2017 2018 2018

Figura 3.39: Grafica de prondstico por 30 meses del café robusta

En la figura 3.39, se grafico los valores de la tabla 3.4, siendo la curva de color rojo
la que representa los valores reales, y la curva negra representa los valores pronosticado
por el modelo, se aprecia que el intervalo observado es el periodo de enero de 2016

hasta junio de 2018.

Otros café suaves Arabicos

La tabla 3.5, muestra los valores reales y los valores pronosticados del precio de otros
café arabico, para ver la eficiencia del modelo se aplicara la medida MAPE, el cual es
un estadistico para calcular el error porcentual absoluto medio, el cual fue explicado
en el capitulo anterior. Esto genero un error de 8.72%.

En la figura 3.40, se grafico los valores de la tabla 3.5, siendo la curva de color rojo
la que representa los valores reales, y la curva negra representa los valores pronosticado

por el modelo, se aprecia que el intervalo observado es el periodo de enero de 2016
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Figura 3.40: Grafica de prondstico por 30 meses de otros café suave arabicos

hasta junio de 2018.

Indicador compuesto del OIC

La tabla 3.6, muestra los valores reales y los valores pronosticados del precio del in-
dicador compuesto del oic, para ver la eficiencia del modelo se aplicara la medida
MAPE, el cual es estadistico para calcular el error porcentual absoluto medio, el cual

fue explicado en el capitulo anterior. Esto genero un error de 7.85%.
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Figura 3.41: Grafica de prondstico por 30 meses del indicador compuesto del OIC

En la figura 3.41, se graficé los valores de la tabla 3.6, siendo la curva de color rojo
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la que representa los valores reales, y la curva negra representa los valores pronosticado
por el modelo, se pueden apreciar que el intervalo observado es el periodo de enero de

2016 hasta junio de 2018.
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Tabla 3.2: Valores reales con valores pronosticados del cafe colombiano
Y, Y,

135.21 | 136.12
137.17 | 135.79
145.20 | 138.95
143.66 | 142.23
144.49 | 142.44
156.86 | 139.83
164.46 | 137.53
160.78 | 138.08
168.85 | 140.84
172.28 | 142.96
177.85 | 142.51
156.64 | 140.38
164.94 | 139.10
163.67 | 140.11
158.40 | 142.35
154.97 | 143.60
151.41 | 142.85
146.12 | 141.25
152.21 | 140.71
155.15 | 141.89
151.47 | 143.60
144.26 | 144.23
144.09 | 143.42
141.62 | 142.32
143.77 | 142.29
141.50 | 143.45
139.45 | 144.69
139.29 | 144.92
140.26 | 144.19
138.55 | 143.52
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Tabla 3.3: Valores reales con valores pronosticados del cafe Brasileno
Y, Y;

121.21 | 122.85
122.24 | 121.79
130.38 | 122.37
128.10 | 123.44
129.05 | 123.44
138.38 | 122.97
144.76 | 123.18
141.41 | 123.82
149.80 | 124.03
153.15 | 123.89
157.72 | 124.00
137.14 | 124.39
145.70 | 124.64
145.50 | 124.68
139.67 | 124.78
136.09 | 125.04
131.21 | 125.28
123.71 | 125.41
129.19 | 125.53
131.93 | 125.74
129.67 | 125.96
124.55 | 126.12
124.28 | 126.26
121.47 | 126.45
123.67 | 126.64
120.83 | 126.82
119.80 | 126.98
118.76 | 127.15
119.57 | 127.34
115.10 | 127.52
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Tabla 3.4: Valores reales con valores pronosticados del cafe Robusta

Yy
74.71
74.04
75.60
80.18
83.93
85.94
90.82
91.79
96.88
103.65
103.72
101.85
108.32
106.49
106.73
103.58
98.36
101.95
104.94
104.52
99.18
98.39
91.33
87.59
88.65
89.24
88.18
88.31
88.74
86.07

Y

78.97
78.74
78.45
78.64
79.23
79.32
79.43
79.52
79.62
79.72
79.82
79.91
80.01
80.11
80.20
80.30
80.40
80.50
80.59
80.69
80.79
80.89
80.98
81.08
81.18
81.27
81.37
81.47
81.57
81.66
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Tabla 3.5: Valores reales con valores pronosticados de otros cafe suaves arabicos
Y, Y,

145.03 | 148.75
147.70 | 148.44
157.70 | 148.74
154.22 | 149.38
155.19 | 149.59
165.45 | 149.53
171.76 | 149.79
167.54 | 150.26
176.30 | 150.49
178.96 | 150.56
184.12 | 150.80
161.78 | 151.18
168.61 | 151.42
166.35 | 151.56
160.15 | 151.80
155.40 | 152.12
150.00 | 152.36
143.22 | 152.55
149.66 | 152.78
149.88 | 153.07
146.54 | 153.32
140.71 | 153.53
140.90 | 153.77
137.42 | 154.03
138.81 | 154.28
136.28 | 154.50
135.03 | 154.74
134.34 | 154.99
135.61 | 155.24
134.03 | 155.47
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Tabla 3.6: Valores reales con valores pronosticados del coeficiente compuesto del OIC

Yy

110.89
111.75
117.83
117.93
119.91
127.05
132.98
131.00
138.22
142.68
145.82
131.70
139.07
137.68
134.07
130.39
125.40
122.39
127.26
128.24
124.46
120.01
117.26
114.00
115.60
114.19
114.19
112.99
113.34
110.40

Y

115.16
115.49
115.58
115.58
115.66
115.88
116.14
116.36
116.52
116.65
116.80
116.98
117.18
117.36
117.54
117.70
117.87
118.04
118.23
118.40
118.58
118.75
118.93
119.10
119.28
119.45
119.63
119.80
119.98
120.15




Capitulo 4

Analisis de resultados

4.1 Analisis de las reglas de asociacién

En esta seccion se tiene planeado explicar las reglas con mayor relevancia, sin embargo,
en la figura 4.1, se puede ver el conjunto de las 297 reglas graficada con sus respectiva
confianza y soporte, notdndose que existen muchas que tienen una confianza muy alta,

pero tienen un soporte muy bajo, por lo cual no debe ser tomado muy en cuenta.
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Figura 4.1: Relacién soporte-confianza de las 291 reglas de asociacién
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4.1.1 Relaciones 1 a 1 mas relevantes

café colombiano = 1 — Indicador compuesto del oic = 1, con un 98.22% de
conflanza y un soporte de 44.86%, indica que, si sube de precio el café colombiano,
entonces el indicador compuesto también aumenta su precio, teniendo esto sentido ya
que este indicador es un promedio ponderado formado por los cuatro grupos en este

caso de estudio.

Indicador compuesto del oic = 0 — café colombiano = 0, con un 98.35%

de confianza y un soporte de 48.37%, es el contrareciproco de la regla anterior.

otros café = 1 — Indicador compuesto del oic = 1, con un 98.24% de
conflanza y un soporte de 45.13%, indica que, si sube de precio otros café arabicos,
entonces el indicador compuesto también aumenta su rendimiento, teniendo esto
sentido ya que este indicador es un promedio ponderado formado por los cuatro grupos

en este caso de estudio.

Indicador compuesto del oic = 0 — otros café = 0, con un 98.35% de confianza
y un soporte de 48.37%, indica que, es el contrareciproco de la regla anterior.

café brasileno = 1 — otros café = 1, con un 97.38% de confianza y un soporte de
50.27%, indica que, si el precio del cafe brasileno sube, entonces los otros cafe arabico
tambien lo hara.

otros café = 0 — café brasileno = 0 , con un 93% de confianza y un soporte

de 50.27%, indica que, si el contrareciproco de la regla anterior.

4.1.2 Relaciones 2 a 1 mas relevantes

A parti aca, debido a la cantidad de reglas encontradas, no se tomaran en cuenta los

contrareciprocos, pero estos tambien tiene una confianza y soporte elevados.

Indicador compuesto del oic = 0 y el café brasileno = 0 — Otros café

arabicos = 0, con un 100% de confianza y un soporte de 47.86%, indica que, si el
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café brasileno baja de precio y el indicador compuesto tambien, entonces lo otros tipos

de café arabicos también bajara su precio.

el café colombiano = 0 y el café robusta = 0 — el indicador compuesto =
0, con un 100% de confianza y un soporte de 42.16%, indica que, si el café colombiano

baja de precio y el café robusta baja tambien, entoces indicador compuesto bajara.

otros café = 0 y el café robusta = 0 — el indicador compuesto = 0, con
un 100% de confianza y un soporte de 41.89%, indica que, si los otros café arabico

bajan de precio y el café robusta baja tambien, entoces indicador compuesto bajara.

café brasileno = 0 y el café robusta = 0 — otros cafe arabicos = 0, con un
99.35% de confianza y un soporte de 41.35%, indica que, si los café brasileno baja de

precio y el café robusta baja tambien, entoces los otro café arabico tambien lo hara.

otros café = 0 y el café robusta = 0 — el café colombiano = 0, con un
99.35% de confianza y un soporte de 41.62%, indica que, si los otros café arabico bajan

de precio y el café robusta baja tambien, entoces el café colombiano bajara su precio.

4.1.3 Relaciones 3 a 1 mas relevantes

el café colombiano = 1 , otros café = 1 y el café robusta = 1 — indicador
compuesto OIC = 1 , con un 100% de confianza y un soporte de 40.54%, indica
que, si los otros café arabico, el café robusta y el café colombiano aumenta su precio,

entonces el indicador compuesto del OIC tambien lo hara.

el café colombiano = 1 , café brasileno = 1 y el café robusta = 1 —
indicador compuesto OIC = 1 , con un 100% de confianza y un soporte de 40.54%,
indica que, si el café brasileno, el café robusta el café colombiano aumentan su precio,

entonces el indicador compuesto del OIC tambien lo hara.
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el café brasileno = 1 , otros café = 1 y el café robusta = 1 — indicador
compuesto OIC = 1 , con un 100% de confianza y un soporte de 40.54%, indica
que, si los otros café arabico, el café robusta y el café brasileno aumenta su precio,

entonces el indicador compuesto del OIC tambien lo hara.

4.1.4 Relaciones 4 a 1 mas relevantes

el café colombiano= 1, el café brasileno = 1, otros café = 1 y el café robusta
= 1 — indicador compuesto OIC = 1 , con un 100% de confianza y un soporte de
39.72%, indica que, si los otros café arabico, el café robusta, el café colombiano y el café

brasileno aumenta su precio, entonces el indicador compuesto del OIC tambien lo hara.

el café colombiano= 1, el café brasileno = 1 , otros café = 1, indicador
compuesto OIC = 1 y el café robusta = 1 — otros café = 1, con un 100% de
confianza y un soporte de 39.72%, indica que, si el indicador compuesto del OIC, el
café robusta, el café colombiano y el café brasileno aumenta su precio, entonces otros

café arabico tambien lo hara.

indicador compuesto OIC = 0, el café brasileno = 0 , otros café =
0 y el café robusta = 0 — el café colombiano= 0 , con un 100% de confi-
anza y un soporte de 41.08%, indica que, si los otros café arabico, el café robusta,

otros café arabico y el café brasileno baja su precio, entonces el café colombiano lo hara.

4.2 Analisis de las series temporal

4.2.1 Café suaves colombiano Arabico

El modelo hallado resulto ser un modelo muy bueno, ya que arrojo un error porcentual
absoluto medio de 6.97% en los prondsticos de 30 muestras posteriores, ademads, se

obtuvo un modelo con pocos parametros, facilitando asi su uso para futuras visiones.
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Figura 4.2: Grafica de la serie de tiempo del precio del café colombiano con su respectivo

pronostico

En la figura 4.2, se puede observar el modelo encontrado, con la prediccién realizada,
es de interés observar que mientras mas datos sean necesario predecir el error, tiende
a crecer, lo que esta sombreado indica el intervalo de 90 y 95 % de confianza en el cual
estard ubicado el punto real segiin el modelo. También se observa una tendencia de

subida de forma oscilatoria.

4.2.2 Café suaves brasilenos Arabico

El modelo hallado resulto ser un modelo muy bueno, ya que arrojo un error porcentual
absoluto medio de 7.65% en los prondsticos de 30 muestras posteriores, ademds, se
obtuvo un modelo con pocos parametros, facilitando asi su uso para futuras visiones.
En la figura 4.3, se puede observar el modelo encontrado, con la prediccion realizada,
es de interés observar que mientras mas datos sean necesario predecir el error, tiende
a crecer, lo que esta sombreado indica el intervalo de 90 y 95 % de confianza en el cual
estara ubicado el punto real segin el modelo. También se observa una tendencia de

subida de forma lineal.
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Figura 4.3: Grafica de la serie de tiempo del precio del café brasilefio con su respectivo

pronéstico

4.2.3 Café robusta

El modelo encontrado para el café robusta, se considera que fue el mejor a pesar de que
posee un error porcentual absoluto de 14.23 %, y de que los residuos se correlacionaban
entre si, cumple la norma de parsimonia de méaximo 6 parametros. Realizando un
estudio se encontré un modelo en que los residuos no estaban correlacionado y poseia
un error porcentual absoluto medio de 10.34%, pero transformaba el modelo a uno con
20 parametros, ocasionando un modelo dificil de comprender, siendo la mejora poco
significativa.

En la figura 4.4, se puede observar el modelo encontrado, con la prediccion realizada,
es de interés observar que mientras mas datos sean necesario predecir el error, tiende
a crecer, lo que esta sombreado indica el intervalo de 90 y 95 % de confianza en el cual
estard ubicado el punto real segin el modelo. También se observa una tendencia de

subida de forma lineal.

4.2.4 Otros café suaves Arabico

El modelo hallado resulto ser un modelo muy bueno, ya que arrojo un error porcentual

absoluto medio de 8.72% en los prondsticos de 30 muestras posteriores, ademds, se
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Figura 4.4: Grafica de la serie de tiempo del precio del café robusta con su respectivo

prondstico

obtuvo un modelo con pocos parametros, facilitando asi su uso para futuras visiones.
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Figura 4.5: Grafica de la serie de tiempo del precio de otros café con su respectivo

prondstico

En la figura 4.5, se puede observar el modelo encontrado, con la prediccion realizada,
es de interés observar que mientras més datos sean necesario predecir el error, tiende
a crecer, lo que esta sombreado indica el intervalo de 90 y 95 % de confianza en el cual

estard ubicado el punto real segiin el modelo. También se observa una tendencia de
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subida de forma lineal.

4.2.5 Indicador compuesto del OIC

El modelo hallado resulto ser un modelo muy bueno, ya que arrojo un error porcentual
absoluto medio de 7.85% en los prondsticos de 30 muestras posteriores, ademads, se

obtuvo un modelo con pocos parametros, facilitando asi su uso para futuras visiones.
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Figura 4.6: Grafica de la serie de tiempo del precio del indicador compuesto del OIC

con su respectivo prondstico

En la figura 4.6, se puede observar el modelo encontrado, con la prediccion realizada,
es de interés observar que mientras mas datos sean necesario predecir el error, tiende
a crecer, lo que esta sombreado indica el intervalo de 90 y 95 % de confianza en el cual
estard ubicado el punto real segiin el modelo. También se observa una tendencia de

subida de forma lineal.



Capitulo 5
Conclusiones y Recomendaciones

Los modelos identificados en este trabajo, tienen una eficacia de prediccién mayor
al 85 %, debido a que los errores porcentuales absolutos medio, fueron inferiores a
un 15%, siendo la serie temporal del precio del café robusta menos precisa de las 5
identificadas; sin embargo, considerando que se utiliz6 un principio de parsimonia de
maximos de 6 parametros por series, los modelos encontrados pueden decir que son

buenos a corto plazo, con un maximo de 30 observaciones futuras.

Por otra parte, en las reglas de asociacién se observan 291 reglas, de las cuales
se hablaron de las mas significantes, en cuanto a confianza y soporte. En general,
el método de aprendizaje automatico nos mostro la correlacién que existe entre los
precios de los diversos tipos de café estudiadas a lo largo de este trabajo. Mediante un
antecedente y un consecuente (causa y efecto) resultante a partir de las observaciones

que recibid el algoritmo y su posterior aprendizaje.

Finalmente, el estudio realizado en el presente trabajo de grado muestra que es
posible predecir el precio de los distintos tipos de cafés, mediante el uso de estos
modelos de analisis, asi como también, medir cuan correlacionadas se encuentran éstas,

facilitando asi la toma de decisiones de inversion de capital en las distintas cepas de café.

Los analisis realizados en este proyecto son recomendables y ttiles para todo
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aquel inversionista, comerciante o agricultor de café, dado que con la ayuda de estas
herramientas podrian determinar cuél es el mejor momento para invertir su capital en
el negocio de café, cudndo predecir un decremento o alza en el precio. Se recomienda
ver si existe la forma de obtener los datos diarios en vez de mensualmente, para asi
poder tener mayores observaciones que reforzaria los modelos para trabajos futuros.
También al haber usado modelos arima, se debe considerar que estas predicciones
solo tienen significacias para evento a corto plazo; por lo que si se desean modelos
para largo plazo, se puede reajustar estos con los datos actualizados o simplemente

implementar otro algoritmo de prediccion.
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